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1 Abstract

To explore further use cases for wireless mesh networks – evading congested frequency
bands is required. Achieving soft real time or simply bridge larger distances – the require-
ments simply exceed the physical specifications given by today’s IEEE 802.11 networks.
Some saw their opportunity to modify existing IEEE 802.11 hardware to operate at dif-
ferent frequency bands. How to determine possible improvements?

The “Wireless Testbed Framework” is a set of tools to ease and automate testing and
evaluating of new hardware in an existing, experimental wireless mesh network. It is
targeted to small and embedded devices running openWRT or similar embedded Linux
variants. The main purpose is to manage measurement scripts and schedule the execution
of those scripts as well as to collect the measurement results.

Many measurements on wireless link performance have been made. This paper presents
link performance results – comparing different frequency bands at 900 MHz, 2400 MHz
and 5000 MHz – performed with our automated measurement framework. The Ubiquity
SR9 900 MHz WiFi adapter is compared to off the shelf WiFi hardware. The link quality
and the bit error patterns of the different frequencies are analyzed and compared to each
other. This paper also indicates whether this technology can be of any benefit to wireless
community mesh networks.
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2 Introduction

Wireless networks based on the IEEE 802.11 standards are present everywhere in today’s
urban areas. The technology has evolved from its early state and has become a widely
adopted consumer product in home and office environments. The increasing demand of
being online at all times brings up a rising number of companies, who provide wireless
internet access in many urban areas [1][2]. There are also some free of charge networks
installed and operated by individuals or bigger projects like the “Freifunk” [3] or the
“RoofNet” [4][5] projects.

Nevertheless IEEE 802.11 based networks are reaching technological limits in link uti-
lization and throughput. Especially urban indoor environments, like bureau buildings and
trade exhibition, are troublesome due to many concurrent networks and WiFi’s physical
properties.

First, we will give a brief introduction to the theoretical benefits, which we expect from
operating IEEE 802.11 at lower frequencies in section 3.1. We will verify existing IEEE
802.11 technologies in the formerly unused frequencies around 900 MHz and compare
them to recent 2.4 and 5 GHz WiFi technologies. We will start with some benefits and
explanations of theoretical radio models shown in section 3.2 and later presenting real
measurements. We will introduce these measurements we performed in chapter 5 and
the corresponding results in chapter 6. Along with our measurements we created an
extensible and dynamic framework to support us in this and further measurements. This
paper will also introduce the measurement framework together with the used hardware
in chapter 4. We will also discuss the question, whether switching to different frequencies
is of any benefit to community based wireless mesh networks in urban areas like the
BerlinRoofNet[5] and similar projects in our conclusion (chapter 7).
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3 Expected results

In this section, we will briefly introduce the theoretical benefits of lower frequencies and
what we can expect from IEEE 802.11 devices operating at 900 MHz.

3.1 Electromagnetic Waves

The theory of electromagnetic waves (propagation) goes back to James Clerk Maxwell.
Between 1861 and 1864, he developed 4 famous formulas which had an enormous influence
to science. His theory of electrical and magnetic fields explains electric current, electric
charge and their relationship to each other (as well as many other things). A few years
later, in 1888, Heinrich Hertz was the first person who artificially generated electromag-
netic waves. He saw no practical use for radio waves because of the poor propagations
and he predicted that it will never carry voice[6].

Electromagnetic waves, as the name predicts, have electric and magnetic components
which propagate through space. They can be reflected, scattered and diffracted by obsta-
cles. This results in a multitude of complex waves, with variants of amplitudes, different
phases and different frequencies. To get an exact solution to this problem you would have
to solve Maxwell’s equations. But this is not possible for real problems due to missing
parameters and an extremely high complexity of the resulting formulas.

To solve those mathematical problems, simplifications and approaches have been de-
veloped. Most of them are based on ray models that have a deterministic behavior and
are basically dependent on parameters like ranges and frequencies. In the next section we
will present some of these and we give some predictions for IEEE 802.11 networks at 900
MHz based on those models.

3.2 Radio Models

There are a lot of different propagation models for radio waves. Reaching from simple
and highly inaccurate models like the “Free Space Path Loss Model” (FSPL) to much
more sophisticated models like “Rayleigh Fading” and “Shadow Fading”.

The basic ones use very few parameters, so predicting the behavior of the specific
propagation is very easy, although with weak accuracy. Some models are only a function
of distance and frequency. It should be clear that these results will not reflect the reality
because of their high level of abstraction. They do not even consider the environment but
idealize it into an open and empty space.

First, we will make some predictions based on the “Free Space Model.” The free
space model is derived from the Coulomb equation, which is part of the previously men-
tioned Maxwell equations. It describes how electric fields behave in free space vacuum
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3 Expected results

for statically positioned electrically charged particles. Assuming there is a source of an
electromagnetic field, the received power decreases exponentially by a factor of 2.

The “Free Space Path Loss” (in dB) is defined as

L(d) = 20 · log10f + 20 · log10d− 20 · log10

(
c

4π

)
(3.1)

Where f is the frequency of the signal, d is the distance to the sender and c is the speed of
light. Obviously the path loss at any given distance is less at lower frequencies compared
to higher ones. Based on FSPL we expect significantly better signal to noise ratios using
900 MHz.

The actual improvement which will be achieved by changing IEEE 802.11 from 2400
MHz to 900 MHz is difficult to predict, due to the fact that IEEE 802.11 at 900 MHz is
quite rare and unused these days. Developed by NCR in 1990, acquired by AT&T 1991,
AT&T released the first 900 MHz wireless devices in 1995 named WaveLan[7]. As viewed
from today, they had no success with this technique. But it held a lot of innovations
which were used for the later IEEE 802.11 standards. In 1995, AT&T claimed to reach
ranges of 800 ft (245 m) [8].

The hardware vendor of the wireless equipment we used for our measurements claims
to reach 20 km non-line-of-sight with the same frequencies [9]. This appears to be very
optimistic. We decided to compare some basic radio propagation models and their results
for the three different frequencies we want to measure.

Longer wavelengths have better abilities to penetrate obstacles. This has already been
shown by Hata-Okumura. Their model tries to predict the propagation of frequencies in
ranges of 150 MHz to 1920 MHz at longer ranges than we used for our indoor measure-
ments. Nevertheless this model predicts that the attenuation is a function of frequency
and distance and it was especially developed for urban areas. Furthermore it depends on
antenna heights which are not in our research interest.

Path loss (in dB) according to the Hata-Okumura Model[8]:

L(d) = 69.55 + 26.16 · log10
f

[MHz] − 13.82 · log10
hb
[m]

−a(hm) + (44.9− 6.55 · log10(ht)) · log10(d) (3.2)
a(hm) = (1.1 · log10(f)− 0.7) · hm − (1.56 · log10(f)− 0.8) (3.3)

Where f is the frequency and d is the distance to the sender. ht and hm are the heights
of the transmitter and the receiver antennas. a depends on the environment. The above
a is for a midsize city.

Another accepted model is the “dual slope model”. It was developed by Beyer and
Jakoby in 1997 who discovered, that the propagation probability behaves differently at
close distances compared to far ranges. Therefore a breakpoint distance indicating the
distance where the far field effects appear is needed. The equation is as follows[8]:

L1(d) = 10 · γ1 · log10 (4πdf)− a0 for d < dBr (3.4)

L2(d) = L1(dBr) + 10 · γ2 · log10

(
d

dBr

)
for d ≥ dBr (3.5)

Where f is the frequency, d is the distance and dBr is the breakpoint distance between
the near and the far field. a0 represents the attenuation difference between the calculated
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3.3 Conclusion

path loss and the path loss of free space propagation. γ1 and γ2 are attenuation constants
for the near and the far field.

We used a breakpoint distance of 20 m for our estimations. The resulting plot can be
seen in Figure 3.1. These analytical models show that the mean path loss will be less the
lower the frequencies are. The available bandwidth should be equal for each of the used
frequency bands – according to “Shannon’s theorem” there should be the same theoretical
capacity for each channel with the same bandwidth.
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Figure 3.1: Analytic results, various propagation models

All those estimations indicate the wireless link should have a better signal to noise
ratio for lower frequencies. This is quite reasonable if we compare the possible range of
low frequency signals in common, e.g. acoustic signals. These waves behave similar to
electromagnetic waves and the attenuation is also proportional to f2 where f is the waves
frequency [10]. But these estimations which we obtained from the free space model do not
hold for urban areas – especially indoor environments as already described in section 3.1.
There are many propagation models for urban areas. We chose some simple ones to get
a more detailed prediction. Figure 3.1 indicates that there may be a gain in link quality
for urban areas due to constructive overlay of waves which increase the signal strength
whereas in free space there is only a line-of-sight connection. The reality is going to look
more complex and difficult because of diffraction, refraction, attenuation and fading.

3.3 Conclusion

Summing up the previously mentioned models we get a clear view about the theoretical
results of using different frequencies. The new 900 MHz devices should have a much better
performance. They provide higher ranges, better path losses, penetrate better through
objects and last but not least, the band is not so crowded compared to the 2.4 GHz
industrial, scientific, and medical band (ISM) band. According to the graphs we could
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3 Expected results
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Figure 3.2: Analytic results free space propagation

assume a factor of 3 or 4 in range when comparing 900 MHz and 5000 MHz links. In
other words, there should be an estimated gain of +20 dB to +25 dB in path loss for a
given distance.
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4 Methodology

In this section, we will first present our wireless testbed framework. Afterwards, the
hardware used for the measurements will be introduced.

4.1 Measurement Framework

It came out that measuring in a widespread, existing network is a fragile task. The existing
solutions and tools were not satisfying for our needs. Existing tools like “emulab” [11] or
“orbit-lab” [12] are to heavy weight for our embedded network nodes. Other attempts are
made on workstations with proprietary software, which is inappropriate for our case [13].
The method formerly used in our network based on lots of local and remote shell scripts.
This “tool chain” was neither very reusable nor reliable. The existing scripts were either
built solely for one purpose or hastily rewritten for another. This has proven to be an
error prone way of controlling tasks which is why we created a more dynamic framework
for conducting our measurements on embedded devices.

We wanted to create a stable and reusable environment which can be easily extended
and has very little impact on the resources of the measuring nodes. To achieve this
goal, we created a very light weight and portable daemon to run on the network nodes.
The daemons are controlled by a server, which runs on the researchers workstation or a
department’s server. Depending on the researcher’s preferences, the daemon can either
be scripted on the command line via configuration files or easily controlled through a web
based interface.

By using the command line way, the user has to create his schedule by hand. A big
advantage lies in using relative times, which results in an easy reuse of existing scripts.
Once the script is created, it allows reproduction of measurements in a very convenient
way.

In turn our web interface provides an intuitive frontend which is fully platform indepen-
dent. It is used to manage projects and the associated measurements. Measurements can
easily be scheduled for execution at a certain point in the future. It also provides arbitrary
parameters for the measurements to quickly set up long series of measurements with vary-
ing parameters like the used channels or bit rates. The included node list (Figure A.6) is
as a very helpful tool to carry out jobs to specific nodes with little administrative work
required. If the address of a node changes due to a reset or a replacement, you only need
to update it once, instead of changing every single script.

The web interface even can visualize some basic results as long as the data is collected
in standard pcap file format (Figure A.7).

The basic workflow is as follows: In most cases, the researcher will start by either cre-
ating his measurements or by modifying an existing one. The process can be streamlined
a lot, by making the complete measurement on a node ready to work with only a single
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4 Methodology

script. Ideally, interesting aspects like frequency or transmit power can be controlled via
parameters to the script. Once this script is created, it is useful to log into a node and
test the scripts correct functionality.

After the script is debugged and ready to run, our tools can be used to simplify the
execution of the measurement. The easiest way is to access the web interface. The
first step is to create a project (Figure A.1). The purpose of a project is to group the
measurements in order to provide a better overview. After creating a project, it can be
populated with measurements (Figure A.2). The researcher creates a new measurement
with a recognizable name. He can also enter a short description of the measurement,
which will be displayed as a tool tip at the measurements overview.

Inside a measurement, the researcher creates tasks (Figure A.3). A task essentially
contains a single command that will be executed on an arbitrary number of nodes at a
chosen point of time in the future and can be stopped anytime later. The start- and
stop-times can either be entered as an offset in seconds from the moment the task was
sent to the node or as a discrete point in time via a date and time chooser. All the nodes
known to the system are displayed in a list with a checkbox next to their name, which is
used to activate this task on that specific node (Figure A.4).

Variables can be created and modified at the tasks overview. They are accessed inside
tasks by simply writing ${Variablename}.

After creating all the tasks, they can be submitted to the nodes. Therefore, each task
contains a list of nodes. If a node shall execute a specific task, he has to be activated in the
tasks node list. This makes it possible to only run a subset of a measurement. Pressing
the commit button will send the tasks to the associated nodes and the web interface will
inform the user about the results. At this point, the nodes can be separated from the
wired backbone network because all the necessary scheduling will be done on the nodes
itself. It is also possible to submit further tasks either to enhance the measurement or to
schedule later ones.

After the measurement has finished, the results can be collected at the overview of
started tasks (Figure A.5). Every output that was created by a single task is stored
within its own directory. This directory will be wrapped into an archive and sent to the
server. On the server side it can either be visualized (if it is a regular pcap file) or simply
be downloaded by the researcher. If the measurement creates output outside of its own
working directory, the researcher has to collect the data manually.

This concludes the outline of the basic workflow with our tools. At the moment there
is one further step to it. In preparations for his measurements, the researcher has to start
the daemon on each node. In the future, this tedious work will no longer be necessary
because we hope to integrate the daemon in the default start-up configuration of all our
nodes.

Our goal was neither to implement fully automated active nor passive network moni-
toring with our framework. For that purpose, very good tools like [14] or [15] are already
existing.
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4.2 Hardware

4.2 Hardware

Since projects like “Berlin Roof Net” (BRN) are mainly interested in the performance
of embedded devices like home routers, we conducted all of our measurements on such
devices. We used two different platforms. We had 6 Netgear WGT home router modified
to use the Ubiquity SR9 network interface card (NIC). The Netgear WGT has a Broadcom
200 MHz MIPS based CPU and 16MB of RAM that runs openWRT embedded Linux.
The WGTs were located in different bureaus at different stories of the computer science
department of the Humboldt-University.

In addition to those devices, we had 3 nodes based on the Metrix Soekris board, an AMD
Geode based x86 system with two mini-PCI slots also running Linux. The two mini-PCI
slots were populated with one Ubiquity SR9 and one Atheros based IEEE 802.11a/b/g
card (Winstron CM9). The Soekris (SK) devices were very valuable to our measurements,
since a direct comparison between the three frequencies was possible without moving or
exchanging the measuring device with another one. The SK devices have two antennas
that are located 10 cm apart. They were the main platform for our measurements.

4.3 Ubiquity SR9

The Ubiquitiy SR9 is a mini-PCI WiFi card based on an Atheros chip. It converts the
native analogous signal outputted from the onboard Atheros chip down to 900 MHz by
analog transformation. There is also an amplifier on the card which allows sending data
at a very high transmission power of up to 900 mW. Its receive sensitivity is set to -93
dBm.

According to the datasheet, provided by the cards manufacturer [9], the transmission
power depends on the selected bit rates. Table 4.1 shows the transmission power and the
required current of the card at all the supported rates.

Table 4.1: TX power
Data rate Current TX Power

80
2.

11
b 1 Mbps 1.2A 28 dBm

2 Mbps 1.2A 28 dBm
5.5 Mbps 1.2A 28 dBm
11 Mbps 1.2A 28 dBm

80
2.

11
g

O
F
D

M

6 Mbps 1.2A 28 dBm
9 Mbps 1.2 A 28 dBm
12 Mbps 1.2 A 28 dBm
18 Mbps 1.2 A 28 dBm
24 Mbps 1.2A 28 dBm
36 Mbps 1.1 A 26 dBm
48 Mbps 1.0 A 23 dBm
54 Mbps 0.85 A 21 dBm
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4 Methodology

Since the SR9 is originally a regular Atheros based NIC and all the modifications are
transparent to the operating system, the card can be operated with the regular Atheros
drivers. In our case, this is the MadWifi driver[16]. The MadWifi driver does not recognize
that it operates at 900 MHz. It still reports 2.4 GHz frequencies to the operating system
and the transmit power is also displayed incorrectly. For the power offset the manufacturer
supplies an offset table. To obtain the frequency for each available channel we created
our own table (see Table 6.2).

4.4 Software

To generate packets and therefore traffic, we used raw sockets. Since the MadWifi driver
allows raw frame injection, we could generate arbitrary content, wrap it as a packet and
pass it to the driver. We did so by the means of a very simple program written in C.
We generated a unique byte sequence of 10 bytes to recognize our packets, appended a
counter and padded the rest of the packet up to a definable size with random bytes. On
the receiver side, we were filtering for our specific byte sequence. The counter allowed
us to see directly, which packets were lost. All further information, like time stamps or
signal strength, are provided by the driver in either the radiotap or the athdesc header.

For our bit error measurement (section 5.6) we chose a different approach. We used the
click modular router framework (CMF) developed at the MIT. The CMF allows the user
to build modular components of a router and click them together. For a more detailed
introduction to click see [17].

4.5 Measurement Setups

To get expressive and reproducible results, we decided to conduct most of our measure-
ments with the “Metrix Soekris Boards” which, as described in section 4.2, had 2 inde-
pendent wireless NICs. This allowed us to directly compare 900 MHz, using the Ubiquity
SR9, to 2.4 GHz and 5 GHz, using a standard wireless NIC.

Virtually all of our measurements were performed at late times and weekends, when
the building was deserted to prevent unnecessary interferences. During work hours the
building is crowded and many people are using the wireless network of the university.
This would have led to some disadvantages of the 2.4 GHz measurements.

Due to the fact that the department of computer science is placed at a remote area, our
results should contain as little external influences as possible for bigger cities like Berlin.
And since the frequencies used by the SR9 are not located in a free band, the remote
location was also beneficial to avoid legal issues and to not disturb the legal owners of the
frequencies.
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5 Measurements

The following sections will describe the measurements we performed. It explains the
setups and all its parameters. The results of the measurements will be presented later in
chapter 6.

5.1 Baseline Measurement

We decided to start our measurements with simple baseline tests. This had two purposes.
First, we wanted to get in touch with the used hardware. Second and more important
we wanted to determine whether the use of the SR9 was possible at all. The frequencies
used by the SR9 are not located in an ISM band. Therefore it was likely that the owners
of the frequencies were using it themselves in such a way that our measurements in this
frequency band will be noticeably affected.

We placed two nodes 6m apart from each other in an office room. The sender was set
to transmit at rates of 1, 6, 11 and 54 Mbps each for 15 minutes. We performed those
tests at 900 MHz, 2.4 GHz and 5 GHz each to compare the different frequencies. We
performed these measurements on each of the four supported 900 MHz channels so that
we would find channels that are more congested by external sources than others.

5.2 Radio Crosstalk Measurement

We used a similar setup to search for crosstalk between the two radios in the SK nodes
similar to the ones reported by measurements like [18]. Therefore we used our baseline
setup and made simple throughput measurements on both radios simultaneously as well as
using each of the radios on its own. We were mainly looking for an impact on packet loss
and signal strength instead of only monitoring raw data throughput. We were expecting
a decrease in throughput, since the processor of the node is already highly loaded when
transmitting only one stream of data at higher transmission rates.

5.3 Shakeboard Measurement

We borrowed a shakeboard (”Roedelbrett”) from the Artificial Intelligence Department
of our Institute [19]. This device is nothing more than a wooden board that is movable
in one dimension by a stepper motor. The frequency and the amplitude of this motion
(along with some presets) can be adjusted via a little control application. The Robotics
Department is using this device to test balancing of bipedal robots. We used it to measure
small scale fading. We set the board to a periodical sinus movement with maximal
amplitude and placed a receiving node onto the moving board. That way we could
measure the influence of small movements on the links.
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5 Measurements

Sadly it is not possible to choose amplitude and frequency precisely. Especially at
higher frequencies, the small stepper motor had difficulties to move the board properly.
Therefore it neither ran perfectly periodic nor with perfectly the same amplitude. The
period decreased with increasing frequency.

For our measurements, we set it up to about 0.5 Hz. At that rate the amplitude was
approximately 17 cm. The sender and the receiver were 3 m ( ± 8.5 cm) apart from each
other. The sender was transmitting at 54 Mbps.

We chose this transmission rate because we expected only slight variations in the re-
ceived signal strength. Therefore we were hoping that faster transmission rates could
amplify the effects since they use a weaker modulation and even a small decrease in signal
to noise ratio could lead to severe packet loss.

Again, this was repeated for each of the three frequencies.

5.4 Distance Path Loss Measurement

To measure the performance in relation to the distance, we placed nodes at both ends of
a 50 m long, straight corridor in our departments building. One of the nodes was set to
transmit for 5 minutes each at the four speeds 1, 6, 11 and 54 Mbps. Two other nodes –
positioned 1 m apart from each other – where relocated 2 meters after each measurement
so that we have covered the whole distance of 50 meter at a granularity of one meter.
To rule out influence by people, walking through the corridor (as measured by [20]), we
performed these measurements only at weekends, where the building is usually deserted.

5.5 Spectrum Analyzer Measurement

Since our results up to this point could not keep up with our expectations, we decided to
take a deeper look into the workings of the SR9. The MadWifi driver can provide only
very limited insight into this. We borrowed a SPECTRAN HF-6080 spectrum analyzer
[21] from the Chaos Computer Club Berlin [22]. Equipped with a spectrum analyzer, we
were looking for periodical interference or a very high noise level in the used frequency
range. We also verified the specifications according to the datasheet.

We measured the emitted energy by connecting the spectrum analyzer directly to the
antenna plug of the wireless cards. We set the card to all 16 transmit power levels the
driver accepted and measured the emitted energy at the antenna plug. To put our results
into perspective, we did the same thing with a regular IEEE 802.11 WiFi card set to 2.4
GHz and to 5 GHz.

Finally we let the spectrum analyzer probe the used frequency range in order to find
any background noise.

5.6 Bit Error Measurement

To get a more detailed insight into the behavioral characteristics we took a more detailed
insight into propagations probability. Therefore we deactivated the MadWifi drivers drop-
ping of corrupt packets whose “Cyclic redundancy check” (CRC) failed by simply setting
/proc/sys/net/ath0/monitor crc errors to “1”. As a result of this change, we were
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5.6 Bit Error Measurement

able to also receive those packets whose checksum is “wrong” due to transmission errors.
Those errors result in an arbitrary number of bit errors. We decided against monitoring
“physical errors” because they mostly result in truncated packets due to the hardware
stopping to receive. There is no use in analyzing them: Firstly, we estimated a specific
error distribution to occur. This means, if the packet is truncated – the received fragment
will contain error patterns similar to those ones who were not truncated. So not analyzing
these packets would not affect our results. Secondly, most truncated packets are caused
by collisions of concurrent transmissions. But we wanted to do comparable measurements
of the hardware. For there are different amounts of congestion in the 3 used frequency
bands – especially the 900 MHz band is virtually empty in comparison to the 2400 MHz
band – we decided again not to take these truncated packets into consideration.

We used one node which was steadily sending packets of a given size of 1500 bytes with
a content that is generated randomly by a “click script” and two nodes for receiving these
data. The first node sent its data as broadcast so that there are no acknowledgments.
The transmission feedback was then written into a file to compare it to the received data
of the other nodes. The two other nodes received the data and wrote it directly into a
file. The did nothing more than to filter out all packets not originated by the first node.
The packets held mostly random data. The non-random parts of the packets contain
necessary information, specifically the receivers mac address, the senders mac address
and a short identifier, which is needed to classify the packet as one of “our” packets. For
later analysis, each packet also contains an additional unique time stamp written into the
payload which allows finding related packets.

For this measurement we decided to choose a rate of 54 Mbps and placed the nodes
on spots where the link quality was moderate. We have to note, that the area was not
deserted. As shown in [20] this may already have influence on link quality. But since this
time we wanted to measure errors, this was a benefit to us.

More about the specifics on error models of wireless networks can be found in [20] and
[23].
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6 Results

In this section, we will present the results of our measurements. The results will be
presented in the same order as they were introduced in the previous section.

6.1 Baseline Measurement

Our initial findings could not match our expectations. Especially at OFDM rates the
links were very unstable in terms of link quality. The same node setup with regular 2.4
GHz frequencies showed better performance all the time. The packet loss was less, the
received signal strength was more stable and as a result the throughput was higher.
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Figure 6.1: Packet loss over time at 11 Mbps

At 1 and 11 Mbps the results were pretty much the same on all the frequency ranges.
However there were measurable differences at 6 and especially at 54 Mbps. The perfor-
mance of the 900 MHz link is notably the worst of the three.

One noticeable result of the measurements is shown in Figure 6.1. This figure shows
the packet loss at 11 Mbps over a period of 15 minutes. Overall the packet loss is fairly
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Figure 6.2: Autocorrelation of the packet loss at 11 Mbps

low. However, there are remarkable peaks in the packet loss. Every 33 seconds the link
falls down until a significant amount of the packets were dropped. The autocorrelation
of the loss rate is shown in Figure 6.2. Obviously the peaks are highly periodic with a
correlation factor of over 0.8 at a period of 33 seconds. Those peaks can be found in
our entire baseline measurements, although not all the time this distinctive. However,
neither at 5 GHz nor at 2.4 GHz we could observe something similar during our baseline
measurements.

With a periodicity this high, it is very unlikely that this is a radio phenomenon. For
a result of fading, it is far too periodic. Fading phenomena tend to be more stochastic.
Another alternative would be interference with external sources. But this is unlikely, too.
Periodic beacons are usually much more frequent and our subsequent measurements with
a spectrum analyzer showed no signs of periodical interfering signals (see section 6.5).

This allows us to draw the conclusions, that this is most likely the result of some hard-
ware or software malfunction. The radio crosstalk measurement (section 6.2) supports
the theory of a malfunction in the device.

Another outstanding result is the sensitivity towards multipath fading. Slight move-
ments of the receiver can lead to drastic changes in the packet loss of the link. Single
persons moving inside the room can have the same result. We observed a link with a
packet loss of less then 5 percent a second that fell to clearly over 80 percent packet loss
after we moved the receiver box a few centimeters. To measure this phenomenon in a
more controlled fashion, we came up with the idea to use a shakeboard (see section 6.3).
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Apart from that, there were no remarkable results in our baseline measurements. It
might be noteworthy that the MadWifi driver and therefore our nodes were not running
as stable as we had hoped. We had to repeat lots of measurements due to node crashes.
Especially changes to the used channel or the transmission rate tend to break the driver.
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6.2 Radio Crosstalk Measurement

One of our primary goals was getting enough knowledge to make a reasonable comparison
between IEEE 802.11 at 900 MHz and the IEEE 802.11 at the standardized frequencies.
Therefore it is very valuable, to measure both frequencies at the same time. We made
multiple measurements with devices, that contained only one radio or both radios, re-
spectively. We were not able to notice any differences between measurements conducted
with only one radio and measurements with two radios, transmitting at the same time.
As long as the two radios transmit at different bands, according to our results there is
no significant influence between the two transmissions with regards to received signal
strength or packet loss.

The mean loss rates and the mean received signal strength were fluctuating around the
same values regardless of a second transmission being in place from the second interface.

However, the significant peaks in packet loss and as a result of this a decreasing through-
put which we detected and described in section 6.1 can be observed at other frequencies
as well if, and only if, we transmit at two frequencies simultaneously. The peaks occur at
the same time. We assume that the software stalls for an instant which results in missing
packets.

0 50 100 150
180

190

200

210

220

230

240

[s]

[p
ac

ke
ts

 / 
s]

 

 

900 MHz
5 GHz

Figure 6.3: Throughput of 900 MHz and 5 GHz simultaneous transmission at 6M

Figure 6.3 shows the throughput of a link at 900 MHz and a link at 5 GHz both
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transmitting simultaneously. Obviously the 900 MHz link is not as stable as the 5 GHz
link. They both achieve similar throughput. But the interesting thing about the two links
is that both links decrease simultaneously significant in throughput.

Nevertheless we made most of our follow up measurements at 900 MHz and one of
the other two bands simultaneously. Those sharp declines are disappointing, but since
we could not observe any other influence between simultaneous transmissions, to us, the
benefit of having a direct comparison between the frequencies outweighs this drawback.
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6.3 Shakeboard Measurement
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Figure 6.4: Development of the signal strength during periodic motion over 30 seconds

The results of the shakeboard measurements were pretty surprising. We were expecting
to see an impact but we were not expecting such clear and obvious results. The received
signal strength clearly yields a highly regular pattern. During long periods of time, the
signal oscillates around a stable value. Figure 6.4 shows the development of the signal
strength over 30 seconds on each of the three measured bands. It should be noted, that
those three measurements were performed one after another. Therefore the waves in
Figure 6.4 do not align perfectly.

It is particularly interesting that all three bands react similar to the movement. With
the chosen movement range of about 17 cm we were expecting to see clear results at 2.4
GHz, since the wavelength at that band is 12.5 cm. A horizontal movement along one
entire wavelength should reveal clear results. At 5 GHz we were even moving through
nearly three complete wavelengths (6 cm). Finally at 0.9 GHz, we were moving the
receiver through just half a wavelength (33 cm).

Nonetheless results are similar to each other. It appears though, that one can see the
three distinct wavelengths that are passed through in the middle of the 5 GHz curve in
Figure 6.4.

Obviously the 900 MHz signal is least affected by movement. This is probably due to
the fact, that the receiver is not moving an entire wavelength.

Although the signal strength shows clear evidence of the movement, this does not hold
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Figure 6.5: Development of the loss during the same period of time as in Figure 6.4

for the actual quality of the link. Figure 6.5 shows the packet loss over the exact same
period of time as Figure 6.4. The packet loss of the 900 MHz link is the only one that has
clear sinus like elements in it. The plot at 5 GHz is also periodic but with much sharper
peaks. The packet loss at 2.4 GHz does not seem to be periodic which is highly surprising
since the signal strength showed a near perfect sinus shape.

One explanation might be the fact, that the received signal at 2.4 GHz was the strongest
overall and the resulting loss is mostly due to multipath instead of signal fading.

It is also important to note, that regarding all the different frequencies, the 900 MHz
link was suffering most from periodic movement. This is a bit surprising, since the received
signal strength was varying the least at 900 MHz.

It appears as if the SR9 is more vulnerable to multipath as regular WiFi cards. This
assumption is also supported by our baseline measurements (section 6.1).
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Figure 6.6: Development of the received signal strength along a corridor at 900 MHz

The results of the distance path loss measurements along a corridor are very well in line
with our previous findings. The results in Figure 6.6 are filtered to a certain extend and at
some points are interpolated. Sadly, we had to interpolate some values, because some data
points were not usable, since the measuring boxes crashed unnoticed. We filled those gaps
with linear interpolation. Thereafter the results were filtered, to get rid of unreasonable
peaks. First of all, the results are pretty sound. As Figure 6.6 shows, the received signal
strength slowly decreases with the distance to the sender. The slight increase of the signal
strength after 28 meter is very likely a result of some constructive reflections along the
corridor. Nevertheless the general trend is surprisingly close to the theoretical model of
free space path loss, which is also in Figure 6.6 as a reference. The signal strength at 54
Mbps is below that of the slower links because the SR9 is transmitting with less energy
at higher data rates.

Figure 6.7 shows the results from 2.4 and 5 GHz from the exact same setup. The
general trend is fairly obvious and not surprising. The free space path loss is used as a
reference again. The signal trend at 5 GHz matches the free space path loss very well.
The 2.4 GHz signal is a bit stronger than expected but not unusually high.
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Figure 6.7: Development of the received signal strength along a corridor at 2.4 and 5 GHz

6.5 Spectrum Analyzer Measurement

The measurements with the spectrum analyzer provided us with three very important
insights. Our SR9 is emitting way too less energy, the used band is virtually empty and
the datasheet has to be taken with a grant of salt.

As Table 6.1 shows, the emitted power at 900 MHz is far below that of the other
frequencies. And it is orders of magnitude below the specified transmit power of 28 dBm.

Since none of the values matches those of the datasheet, the calibration of the spectrum
analyzer is very doubtful. Nonetheless the transmitted energy is by far the least at 900
MHz albeit it should be the highest of the three.

We can only speculate about the reasons. We measured another SR9 card with similar
results, to exclude a defect device. Our best guess is a power shortage in the cards
energy supply. According to the specification of the Mini PCI bus, devices are allowed to
consume up to 2 W [24]. However, the SR9 consumes up to 3.9 W during transmission
(1.2A × 3.3V = 3.9W ). To put that into contrast, the Winstron CM9 card consumes
about 0.16 W.

We tried to measure the 3.3 V lanes of the Mini PCI bus with a volt meter. In theory, if
the card can not get enough power, the current should collapse. During our measurements
with the volt meter, the current was constant at 3.3 V. It should be noted, that the volt
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6.5 Spectrum Analyzer Measurement

meter measurements are very inaccurate. The volt meter is pretty dull, so that flickering
results can not be accurately measured. In addition to that, the Mini PCI port is not
suited to be measured directly with a rather blunt volt meter.

That said, we were not able to prove this thesis but we also could not disprove it
completely. But if our thesis is right and the card is suffering on a power shortage, this
could lead to all kinds of strange results.

Despite that the measurements with spectrum analyzer also provided us with some
promising results. Figure 6.8 shows a waterfall diagram of the frequency range between
900 MHz and 930 MHz over one minute. This measurement took place at a regular Friday
afternoon. One can clearly see a pretty strong signal with -70 dBm at about 920 MHz.
According to the “Bundesnetzagentur”, this is either a carrier of the “Deutsche Bahn
AG” or may be in use by the military [25]. Apart from that, the frequency range used by
the SR9 is clearly empty.

Since we did not want to collide with this signal, we were measuring all the supported
channels of the SR9. Our findings are listed in Table 6.2. The channels in parenthesis are
officially not supported by the SR9. However the MadWifi driver accepted them and the
SR9 transmits far outside of its specified range. Another thing worth mentioning is the
fact that the channels are ordered inversely. The lowest channel has the highest frequency
and vice versa. This is clearly important for our measurements, because we do not want
to interfere with the detected signal at 920 MHz.

Regardless of those findings, we will still refer to the four officially supported channels as
the only supported channels. We were not performing any measurements on any channel
outside the vendor’s specification.

Figure 6.8: Waterfall diagram of the used spectrum
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Figure 6.9: Transmission power at the different MadWifi txpower settings

Table 6.2 also shows, that all channels are 10 MHz width. This is only true for non
OFDM rates. While transmitting at OFDM rates, the card uses 20 MHz. Due to some
sort of echoing within our spectrum analyzer, we were not able to measure the exact
location of the channels at OFDM rates. Each signal in the spectrum analyzer is echoed
at 20 MHz to both sides. Therefore it was impossible to locate the beginning and the end
of the channel at OFDM rates because the analyzer only displayed a wide, pulsing range.
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6.6 Bit Error Measurement

Table 6.1: TX energy results at 6 Mbps
txpower 900 MHz (dBm) 2.4 GHz (dBm) 5.2 GHz (dBm)

1 -22 2.5 8
2 -21.5 3 9
3 -21 3.5 11
4 -21 4 12
5 -20.5 4.5 13
6 -20 5 15
7 -20 5 16
8 -19 5 18
9 -17 5 19
10 -16 5 20
11 0 5 17
12 0.7 5.3 18
13 1 5.4 19
14 1.8 5.3 20
15 2.5 5 21
16 3.1 5 24
17 n/a n/a 23.5

6.6 Bit Error Measurement

A summary of the results of the bit error measurements can be explained best with the help
of some figures. First, Figure 6.10 shows a link at 900 MHz. One can see approximately
12000 Bits on the x-axis (1500 Byte payload * 8 Bits per Byte) and on the y-axis the
probability of of a corrupt bit on this exact position. 21533 packets were sent. The two
plots represent two different and independent links of two independent nodes. Within the
points a moving average of the bit error probability is plotted with a windows size of 100
bits. The link quality is obviously different, although the nodes had an equal distance to
the sender: they were placed about 2 meters apart from each other.

One can see two obvious things: First, there are great periodic peaks on specific bit
positions and smaller oscillations all over the graph. The bigger periodic peaks start at
about 2500th bit position and then occurs regularly with a periodicity of about 1050 bits,
the smaller one has a period of about 200 bits. The first link shows this effect in a much
stronger way than the second one, but the oscillation can still be seen. The Second thing,
we can extract from this figure is a constant level of bit errors at about 0.04, this acts a
lower threshold for the first plot, and a lower threshold of about 0.05 for the second plot,
respectively – there are virtually no values underneath this line. A correlation of these
two links and their autocorrelation can be seen in Figure 6.11. The link names used here
are the same in the above mentioned plot (Figure 6.10). This means ‘link 1’ and ‘link 2’
are representing the same links – the third one indicates the correlation to each other.
One can see a great correlation at a lag of about 1050 with a correlation factor of 0.7 for
link 1 and a correlation factor of 0.4 for link 2, respectively. The high correlation of this

29



6 Results

Table 6.2: Channels
Channel Frequency in MHz

(using DSSS modulation)
(1) 927 - 937
(2) 922 - 932
3 916 - 926
4 912 - 922
5 907 - 917
6 901 - 911

(7) 897 - 907
(8) 892 - 902
(9) 887 - 997
(10) 882 - 892
(11) 877 - 887

two links reveals that this effect may have an external source. If a specific bit is corrupt
for one link, it is likely that the other link did not receive it correctly, too.

Similar measurements have been made by others. Although the same frequencies were
used, they could not observe any tendency for bad bits at a particular bit position within
a packet [26] or they simply showed no characteristics [27] at all.

To get a better comparison to the different frequencies used, we did the same mea-
surement for the 2.4 GHz link, too. Therefore, we used the same setup of nodes as for
the 900 MHz measurements. In this case, we send 14365 packets. Basically we can see
a slightly different behavior compared to the last example (Figure 6.12). There are still
some oscillations within the probability of the bit errors over the bit position, but it shows
a different periodicity. The main peaks are about 1000 bits apart, but the smaller ones
can not be seen clearly. Another difference is the factor by which the error probability
increases. In Figure 6.10 the first link jumps from an error probability of about 0.05 to
0.3 – which is a factor of 6, and from 0.1 to 0.25 for the second link, which is factor 2.5.
In Figure 6.12 these steps are smaller but still increase by a factor of about 0.5. But, as
a main difference the socket amount of bit errors increases towards the end of the packet.
This behavior can not be seen in the 900 MHz link of Figure 6.10 so far.

Last but not least, the same measurement for the 5 GHz band (Figure 6.13), using
channel 36 with the same wireless NIC as used for the 2.4 GHz measurement. Here we
can not see any of the above mentioned points. There is no significant deviation depending
on the bit position and the distribution of errors seems to be completely random.

To get more into the behavior of these periodical oscillations, we took some more
measurements in the 900 MHz band but this time at different rates. Since we assumed
a constant external jamming source the error characteristics should differ as we change
the rates and modulations. The redundancy increases for lower transmission rates – so if
there were external interferences – the effect on the links should decrease by lowering the
rates. Surprisingly, nothing changed at all. If we take a look at the 11 Mbps measurement
in Figure 6.16, we can see, that there is an equivalent error pattern present. The 11 Mbps
transmission rate uses DSSS modulation, the 54 Mbps links uses OFDM modulation,
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Figure 6.10: Bit error quantity/bitposition in the 900 MHz band, 54 Mbps

respectively. Figure 6.16 reveals that even the lag of the peaks is the same, in numbers:
an autocorrelation shows a factor of 0.5 at a lag of about 1050 bits – this is virtually the
same as seen in the 54 Mbps link. Another remarkable circumstance is that this link is
nearly perfect. It has an excellent quality in packet error rate: about 0.82 of the packets of
link 1 were received correctly and about 0.92 of link 2 were totally correct. A cumulative
distribution function of the links quality is shown in Figure 6.14. 0.999 of packets of link
1 had 0.97 correct bits, and 0.997 of link 2, respectively

But nevertheless these above mentioned effects appear, which leads us to the assumption
that these error characteristics are hardware related. Figure 6.15 holds one point worthy
of mention: link 1 shows a similar error pattern as the link 1 of Figure 6.12 – But Link
2 behaves like most of the other measured links. This measurement had the same setup
and the same hardware as the other ones in this section, but we had no explanation for
this behavior.

To get a better comparison of these plots, we merged them together into one figure. In
Figure 6.19 we can see that they all behave in a similar manner. The peaks of different
measurements seems to have a small drift, so that the peaks occur at different bit positions
– peaks of the same measurements always occur at the same position. The label shows
which links belong together. The span between two peaks is approximately 1050 bits.

Further analysis of the errors did not reveal additional characteristics. The burst error
length has an exponential decline with mostly short bursts and only a few longer ones
Figure 6.18.

It remains unclear why this pattern occurs on different rates, even on different WiFi
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Figure 6.11: Bit error correlations in the 900 MHz band, 54 Mbps

hardware in different frequency bands. The equivalent error distribution for two indepen-
dent links only leads to the conclusion that this is an effect generated by the sender. To
be more specific, equal patterns were generated even if we had exchanged the sender for
another one. Both cards had Atheros chips and therefore used the very same driver and
both cards were powered on simultaneously.

In smaller dimensions, regarding bit errors within packets – this effect is really remark-
able, as we have just revealed. In larger scales, observing the error rates of complete
packets over time – a totally different behavior occurs. The graph (Figure 6.20) does not
show remarkable anomalies. Even changing the transmission rates and choosing different
frequencies, therefore different hardware is used, did not affect the results significantly.
The graph shows some significant changes of link quality that may be caused by large
scale fading. Similar measurements had been made by [23].
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Figure 6.12: Bit error quantity/bitposition in the 2.4 GHz band
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Figure 6.13: Bit error quantity/bitposition in the 5 GHz band
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Figure 6.14: Cumulative distribution function: probability of bit errors per complete
packet in the 900 MHz band, 11 Mbps
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Figure 6.15: Bit error quantity/bitposition in the 900 MHz band, 18 Mbps
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Figure 6.16: Bit error quantity/bitposition in the 900 MHz band, 11 Mbps
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Figure 6.17: Bit error quantity/bitposition in the 900 MHz band, 1 Mbps
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Figure 6.18: Burst error length in the 900 MHz band, 54 Mbps
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Figure 6.19: Bit error quantity/bitposition in the 900 MHz band, several rates
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Figure 6.20: Bit error probability of whole packets 54 Mbps, channel 36, 5 GHz band
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7 Discussion

We will first discuss the conclusions of our measurements with the Ubiquity SR9 and
then briefly discuss the future of our measurement framework. Finally, we will talk about
future work that can be based upon our findings.

7.1 Conclusion

Our findings yield the conclusion, that we can not recommend the use of the Ubiquity SR9
for the BRN. Despite the obvious advantage of using a completely unpopulated frequency
range, we could not find any reasons to use the SR9 in an indoor environment. Mea-
surements like [28] and [29] showed advantages in outdoor environments. Predominantly
greatly improved distance could be achieved. But we could not find any advantages for
indoor environments. Even worse, the advantages are coming with some serious draw-
backs. The most significant are very high energy consumption (compared to regular IEEE
802.11 cards) and unstable links.

Even if we pass over the serious problems of unstable drivers and insufficient transmit
power there are lots of disadvantages left. Especially in mobile urban mesh environments,
the unstable links (probably caused by heavy problems with multipath) combined with
the penalty to battery lifetime practicaly rule out the use of the SR9.

This is particularly disappointing since the theoretical model promised lots of advan-
tages, as we already discussed in section 3.3.

Our results indicate that, there seems to be a much higher gain in performance for an
urban mesh in improved and specialized protocols like [30] or better error correction [20]
than in the switch to lower frequencies.

7.2 Framework

The wireless testbed framework was a valuable tool for our measurements. However at
its current state, there are some serious limitations that decrease the value significantly.
There are some rough edges that occurred while we were using it on a regular basis. But
the most important weakness is the daemon process. It is currently not included in the
default run level of the nodes and therefore it has to be started manually before every
measurement. Since the nodes were not that stable during the measurements, we had
to restart them frequently. Resulting in many annoying manual restarts of the daemon.
The framework, together with setup instructions, will be available through sartrac [31]. If
there are researchers willing to try and use it, we might provide support and subsequent
improvements.
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7.3 Future Work

The performance of the SR9 as indicated by our measurements is disappointing in an
indoor environment. Therefore it is interesting to see if this is a general problem with the
hardware or if the devices perform significantly better in an outdoor environment.

The high energy consumption of the SR9 suggests different results in a device capable
of providing more energy than an embedded router can. As a result, a measurement with
PCs could yield interesting results as well.

The interesting patterns in bit error position could yield to very interesting results. It
would be valuable to search for their cause. If they are not just a problem of some specific
devices, they might provide precious input for better error correction algorithms. One
might even consider adding those regular patterns to network simulators.
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A Screenshots

This section provides screenshots of the webinterface.
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A Screenshots

Figure A.1: Screenshot of the project overview page

Figure A.2: Screenshot of the project details page
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Figure A.3: Screenshot of a typical measurement page

49



A Screenshots

Figure A.4: Screenshot of a task editing page
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Figure A.5: Screenshot of the started tasks page

Figure A.6: Screenshot of the node overview page
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A Screenshots

Figure A.7: Screenshot of a visualization page
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