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Abstract

This paper presents and evaluates a con gurable and inekgeMIMO mesh network platform based on IEEE 802.11n and
open source software for research purposes. The requiteraarsuch a research testbed are twofold. On the one handly hig
con gurable solution is desirable where the researcherbie & make modi cations on each layer of the hard- and safwa
solution. On the other hand to make sound conclusions onéHermance of protocols for mesh networks a large-scalbeds
consisting of hundreds of nodes is necessary. Therefoiiaghe snesh node has to be inexpensive. Thus a tradeoff betthese
two opposed targets has to be made. The proposed soluti@sési lon off-the-shelf 802.11n hardware using Atheros W\ilpsc
together with the open source WiFi driver ath9k and the CRauter API. This solution represents a good tradeoff whiee t
procurement cost for a network node is below 100$ while atibwing a variety of adjustments to be made due to the used
open-source driver and a highly con gurable WiFi hardwanéth the help of measurements, the suitability of the platfas
evaluated.
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I. INTRODUCTION

Wireless mesh networks (WMNSs) [1], [2] are currently a hate@rch topic in industry and academia. Signi cant efforts i
the academic world are made to provide real-world protatyged testbeds based on open source software and off-ttie-she
technologies mostly based on standards like IEEE 802.1&.alvantage of a non-proprietary solution is that resultghvh
were found by one research group can be easily veri ed odaédid by another group using a testbed with the same software
and hardware platform. A major drawback of an off-the-siselution is the limited ability to make modi cations on lowe
layers of the protocol stack (mostly MAC and PHY) which sigantly reduces the research eld of application. The méjor
of testbeds based on 802.11 are using the widely deployed 8&b/g standard. However, the upcoming 802.11n standard
offers lots of improvements. Therefore, a software and \ward platform based on 802.11n is desirable.

The main contributions of this paper are as follows. First, identify requirements for a software and hardware satutio
for building experimental mesh testbeds. Second, we ptesencon gurable and inexpensive mesh network platformelolas
on 802.11n and open source software. A comparison with disolbased on 802.11a/b/g and the MadWi driver is given. In
addition we give an overview on the integration of the athfiited with the Click Router API. Finally, we present measusnt
results from our testbed highlighting the strengths andkwesses of the proposed solution.

1. IEEE 802.1N

The aim of this section is to give an overview on the improvetadrom 802.11n. Here it is important to know which
improvements from 802.11n are mandatory and which are qgutipiaal. The IEEE 802.11n standard promises faster nesvork
with an increased WiFi coverage. At the physical (PHY) layers the introduction of multiple antennas at the receiasr
well as the transmitter (Multiple Input Multiple Output)gether with advanced signal processing and modulatiomigahs
and the use of wider channels. At the Media Access Control @ylfayer, protocol extensions like frame aggregation and
block acknowledgement reduce signi cantly the MAC layeredwead and therefore allow a more ef cient use of available
bandwidth.

A. PHY Improvements

The most important improvement of 802.11n on the PHY layethés ability to receive and/or transmit simultaneously
on multiple antennas. The improvements from multiple amésnare two-fold. First, using multiple antennas at the ivece
and transmitter side offers an antenna diversity gain winighroves the reliability of a wireless link by reducing theae
rate. Second, the MIMO channel can be used to simultanetasigmit multiple data streams through different anterarats
therefore signi cantly increasing the maximum data rate.



In the following we will present the most important signabpessing techniques introduced by 802.11n to exploit pialti
antennas. Spatial Multiplexing (SM) is a MIMO transmissiechnique to transmit independent and separately encoatad d
signals, so-called streams, from each of the multiple tréinantennas. Therefore, an outgoing signal stream is gidedi
into multiple parts before being transmitted through défg antennas. The gain from SM comes through the reuse of the
space dimension. Whether SM is possible or not depends othamhthe spatial streams have a suf ciently distinct spatia
signature so that the receiver is able to back-calculatetiygnal signal streams. In theory multiplexing two sphteams
onto a single channel effectively doubles capacity. Spaces Block Coding (STBC) provides a diversity gain by semda
signal stream redundantly, using up to 4 coded spatialregeaach transmitted through a different antenna. STBCadagsr
reliability of a wireless link by reducing the error rate exignced at a given Signal to Noise Ratio (SNR). The use of(STB
is especially interesting in environments with presenchligh RF interference and distortion. STBC is an optionatfeain
802.11n. Transmit Beamforming (TxBF) is a signal procegsethnique where the outgoing signal stream is steeredrdswa
the intended receiver by concentrating transmitted RFgnir a given direction by make use of constructive intenfiese
To be able to steer a signal the transmitter needs to knownethatate information (CSl). CSl can be obtained implic{thy
assuming channel reciprocity) or explicitly (by obtaini@&! feedback from the receiver). This optional 802.11nueats not
yet widely implemented.

Moreover, another important optional 802.11n feature é&subke of wider channels. According to 802.11n channels bavin
a bandwidth of 40 MHz can be used which effectively doublesughput. The 40 MHz channels can be used in the 2.4 GHz
ISM as well as the 5GHz UNII band.

Finally, the available Modulation and Coding Schemes (M@®ere extended. MCS is the selection of a given RF
modulation, coding rate, and guard interval. In 802.11n & geding rate of 5/6 is added. Furthermore, an OFDM short
guard interval Q:4 s instead of0:8 s ) can be used. Note, the guard interval is necessary to dfisetdverse effects of
multipath that would otherwise cause Inter-Symbol Intenfee (ISI). A shorter guard intervals may lead to more fetence
and reduced throughput in environments with a large maithgelay spread, while a longer guard interval is inef tidoe
to unused idle time. An optional feature of 802.11n is thesfimlkity of using a different MCS on each spatial stream exll
unequal modulation. To further improve the spectral efraig the number of OFDM data subcarriers was increased from 48
to 52 which effectively increases the data rate by around 8%.

Table 1 shows the relationships between the variables tloat for the maximum data rate. According to 802.11n APs are
required to support at least MCS index O through 15, while.BD2 stations must support MCS index 0 through 7. All other
MCS values, including those associated with 40 MHz chani®&®, and unequal modulation, are optional.

« é Data rate (Mbit/s)
2 @ 20 MHz channel 40 MHz channel
£ ¢ | 800ns GI| 400ns GI| 800ns GI'| 400ns GI
MCS Index 0| 1 6.50 7.20 13.50 15.00
1 1 13.00 14.40 27.00 30.00
2 1 19.50 21.70 40.50 45.00
3 1 26.00 28.90 54.00 60.00
4 1 39.00 43.30 81.00 90.00
5 1 52.00 57.80 108.00 120.00
6 1 58.50 65.00 121.50 135.00
7 1 65.00 72.20 135.00 150.00
8 2 13.00 14.40 27.00 30.00
15 2 130.00 144.40 270.00 300.00
31 4 260.00 288.90 540.00 600.00
TABLE |

RELATIONSHIP BETWEENMCS INDEX, GUARD INTERVAL, BANDWIDTH AND THE CORRESPONDING DATA RATE

B. MAC Improvements

In addition to the improvements on the PHY layer 802.11ithtices enhancements on the MAC layer. The most important
improvements are Frame Aggregation (FA) and Block Ackndgément (BACK). FA is the most promising way reducing the
MAC layer overhead by sending very large PHY frames. In 8D2/d the maximum payload per frame cannot exceed 2304
Bytes. In contrast in 802.11n it is possible to bundle midtipames together for transmission thus increasing théopdysize
and reducing xed overhead caused by inter-frame spacingpaeamble. The standard distinguishes between two aggrega
options: MAC Service Data Unit Aggregation (A-MSDU) and MA®Rotocol Data Unit Aggregation (A-MPDU). The former
allows the aggregation of multiple MSDUs into a single MAG@rfre containing one MAC header, followed by up to 7935
MSDU bytes. The later one occurs later, after MAC headergweded to each MSDU. Complete MAC frames (MPDUS) are



then aggregated into PHY payloads of up to 65535 Bytes. BAd{va the receiver to con rm reception of multiple unicast
frames by a single ACK thus heavily reducing the number ofignaitted ACKs. BACK improves the ef ciency since the
ACK packets are always send on robust MCS (base rate) anefthercannot gain from the PHY enhancements introduced
by 802.11n.

C. Coexistence with Legacy Devices

Coexistence with legacy 802.11a/b/g devices is critica thuthe very large deployment of those devices operatingén t
same frequency bands as the new 802.11n standard. Theretereperability is accomplished using High ThroughpdT}
protection and coexistence mechanisms. 802.11n dinssingsi between three operating modes: HT, Non-HT, and HT dlixe
The optional HT mode, known as Green eld mode, assumes ltieaetare no nearby legacy devices using the same frequency
band. This is the most ef cient mode since no interopergbdr protection is required. When using Non-HT mode all feam
are sent in the old 802.11a/g format so that legacy statiansuaderstand them. This mode offers no better performénace t
old 802.11a/g devices, however, backward compatibilitgrisured.

IIl. REQUIREMENTS

The requirements on a research wireless mesh testbed dadwdn the one hand a highly con gurable solution is desliea
where the researcher is able to make modi cations on eacér laj the hard- and software system. On the other hand an
inexpensive solution is required so that sound conclust@msbe made on the performance of protocols in large-scaéh me
testbeds.

To allow a deployment of hundreds of nodes the hardware dhbelcheap. This excludes a proprietary solution based
on expensive Software De ned Radio (SDR). Therefore we favaon-proprietary solution based on the 802.11 standard.
The nodes should have at least two radios for multi-chanmelemckbone operations. For experiments a fast wired aderf
(e.g. Gigabit Ethernet) is desirable. Furthermore a fadtt @Prequired when using high throughput data rates from BD?.
or when evaluating computationally intensive algorithifesg. network coding). Finally, for a testbed consiting aihtreds
of nodes a hardware watchdog is inevitable. On the softwae & full open-source WiFi driver with an active developer
community is indispensable which allows a researcher toenma&di cations on the MAC layer (e.g. for rate/power/chahnne
control). Moreover, many chipsets (e.g. Atheros) allow &b ipformation on low-level PHY statistics like channelliatition
(e.g. for cognitive radio). Protocols involving algoritsmn the network, routing or a higher layer can be easily impleted
using the Click modular router API [3]. Therefore, a tighterworking between the WiFi driver and the Click APl must be
ensured (e.g. raw frame injection and monitor mode). Rmalh operating system based on Linux or BSD is required.lligina
a solution is required which can be easily integrated int@®isting wireless mesh testbed based on a legacy standieeds |
802.11a/b/g.

IV. HWL T ESTBED

The Humboldt Wireless Lab (HWL) is a large-scale wirelesssimaetwork at the campus of the Humboldt University,
Germany. It consists of about 100 mesh nodes based on 802/d ehich are deployed indoors as well as outdoors. The
indoor nodes, which are placed in several building, formlby ftonnected wireless network, which can be combined with t
outdoor network to improve the connectivity between thdddgs. The aim of HWL is to evaluate large-scale mesh ndtsjor
since small- and medium-scale mesh networks are alreadyuweérstood. The upcoming IEEE 802.11n standard promises
to signi cantly increase coverage, reliability, and thghput which comes from the advanced PHY layer technologgdas
on MIMO techniques. Novel protocols and algorithms (e.g. G4Routing) are required to get the full advantage at higher
layers from these improvements. We are now in the processtehding HWL by new nodes based on the 802.11n standard.
Here we are looking for a solution where the existing systeih metwork architecture remains unchanged. In this seeti®n
present our existing architecture and show what steps,lynadaptation of the wi driver and router API, where requdreo
integrate the new 802.11n based mesh nodes. Furthermomisewess the features and limitations of our solution.

A. Platform

The existing HWL platform is as follows. The indoor nodes,imha MIPSEL based routers, are equipped with a single
802.11b/g wi card with Atheros AR5212 chipset. The outdomdes are Soekris boards with a x86 architecture, which are
egipped with two 802.11a/b/g transceivers also based oAftieros AR5212 chipset. All nodes are using an adaptedorersi
of the MadWi driver®. All mesh related functionality is implemented using thécIRouter API.

All indoor nodes are connected via a wired VLAN backbone teat@l testbed server, which provides services like TFTP,
DHCP, DNS and NFS. The indoor nodes load the operating syfterax kernel, rootFS) completely from the network. This
centralized approach simpli es the maintenance and eidansf the network by new nodes, because the software has to be

Lhttp://madwi -project.org/



updated only once on the server and is immediately availabkdl nodes. In contrast the outdoor nodes are connected by
a wireless mesh network backbone and a gateway with theetbstbrver. Therefore the second wi interface is used and
therefore cannot be used for experiments. Due to the slokblome the outdoor nodes boot the operating system diracty f

the internal ash memory.

All experiments are centrally controlled from the testbedver where the data collected in experiments is storedalgnt
which simpli es the analysis considerably. The server gisoforms a monitor function (Nagios).

1) The new Mesh NodeThe Netgear WNDR37(30was selected as new 802.11n based mesh node. It is an afhtie-
wireless router equipped with two 802.11n compliant rada®e for 802.11b/g/n (Atheros AR9223) and 802.11a/n (Atker
AR9220) respectively. The WNDR3700 has an Atheros (AR7184 2) MIPS CPU, running at 680 MHz, and 64 MB of
RAM and 16 MB of ash memory. Moreover, it has a Gigabit Ethermdapter (Realtek RTL8366SR), an USB2, serial and
Jtag interface. Netgear made the Linux source code (op&npublicly available. The uBoot bootloader allows us to boot
the operating system in a similar way to our legacy mesh nofléditional useful information can be found on the openwrt
websité. In order to integrate the WNDR3700 in our existing testhtbe, latest version of openwrt is used, which allows to
load the operating system via network. Therefore, the boaddér was recon gured. With the help of the ath9k wi driver,
which is part of openwrt, we were able to use both 802.11nfetes, which are described in more detail in the next sectio

2) 802.11n Interface:The WNDR3700 has to 802.11n radios. The rst radio is dualebgAtheros AR9220) allowing
operating in the 2.4 as well as 5 GHz band, whereas the seautid can only be operated in the 2.4 GHz band (Atheros
AR9223). Both radios support 2x2 SM-MIMO (2 spatial strepgnahannel bonding (40 MHz channel) as well as the possibilit
to use short guard interval (SGI). The maximum data rateeaPtiY layer is 300 Mbps. In the ath9k driver SGI may be used
only in conjunction with 40 MHz wide channels. Both wi chigdso support space-time block codes (STBC), thus achieving
a transmit diversity gain. The optional transmit beamfargnis not supported. In addition, the forward error cor@t{FEC)
type can be set, with both binary convolutional codes (BC@) the more ef cient low-density parity-check codes (LDPC)
Both chips provide a ne-grained rate adaptation. A unigzstket can be annotated with up to 4 rate index (MCS) valuds an
the number of retries to be used. The chip has, like the AthB2d2 chip, 4 so-called performance registers which carsbd u
to determine the dwell time in the states receiving, trattémgi and busy[4]. It is also possible to get the informatafrthe
error vector magnitude (EVM) per spatial stream. This infation can be used for designing better rate control algos{5].
Moreover, it is also possible to read out the received sigtraihgth for each antenna element. However, the majorithef
mentioned features is not or only partially supported bywuhedriver. The required modi cations are explained in thext
section.

B. Software

1) 802.11n Driver: The biggest disadvantage of Netgears MadWi driver for th&l®R3700 is that the full source code is
not publicly available. Furthermore, the shipped versigoports only the AP infrastructure mode. The linux-wirslpsoject[6]
develop the ath9k, an open source driver for Atheros 802chipsets, which support raw packet injection. All packeteha
an Radiotap header[7] to server additional informatiog, ransmission rates from user- to kernelspace and badkwahis
offers more control over the packet transmission and esahke development of cross layer protocols in userspaceeily,
the elds of the radiotap header only supports to set one patetransmission and they also serve brief information abou
received packets. We extend the ath9k, so that additiords @hich can hold up to four rate and a second eld contairtirey
number of retries per rate. Therefore it is possible to imm@et a more ne-grained rate selection in userspace. Furitve,
the Radiotap header provides additional information, signal strength of both antennas. The content performasister
can be read using a additional entry in the sysfs of linux.

Table Il gives an overview of the supported features, whighawailable with the Atheros AR5212 and the MadWi driver.
All of them can be controlled from userspace, preferablygigiacket annotations. Currently only two features are suipg
by AR9220/9223 and ath9k.

2) Router API: The mesh software is implemented using the Click router P14 Click router is built by sticking together
several packet processing modules, called elements, rigranidirected ow graph. Each element is responsible for aispe
task such as packet classi cation, scheduling, or intémnfaevith networking devices. Click comes with an extensiladry
of elements supporting various types of packet procesSngh a library allows to easily write new router con guratso
by simply choosing the elements to be used and the connscéimong them. Finally, a router con guration can easily be
extended by writing new elements.

Due to our changes on the ath9k driver, it becomes necessagapt several click elements, especially for rate selecti
Each rate is speci ed by the MCS index, channel width and émgth of the guard interval. Additional to the 4 possiblesat
per packet, the number of retries per rate and the type of FiECbe speci ed. The elements related to the radiotap header

2http://www.netgear.com/home/products/wirelessraitegh-performance/WNDR3700.aspx
Shttp://www.openwrt.org/
4http://wiki.openwrt.org/toh/netgear/wndr3700



Feature Status
Multirate support X
Performance register X
Set interframe spaces

Set backoff per queue

QoS per frame

Transmit power control (per frame
Disable carrier sensing

Channel selection (per frame)
MAC address switching (per frame|

TABLE Il
OVERVIEW OF SUPPORTED FEATURES OF THAR9220/9223AND ATH 9K.

use the additional elds in the Radiotap header the sene itifformation to the driver. The information of received keats,
e.g. signal strength of each antenna is annotated at theefpfekfurther usage in other elements.

V. EVALUATION

In order to evaluate the proposed testbed platform we cdaduneasurements. First, the capability of the selectediweaae
and software was evaluated. Afterwards we present resubtsisg the saturation throughput in an isolated hotspobage.
Thereafter we evaluated the impact of power control on tlceived signal strength. We conclude this section by préasgnt
results from an extensive link-level measurement.

A. Supported 802.11n Features

In 802.11n several improvements are optional. Furtherpimyreising an open source driver which is currently under ieav
development some additional missing capabilities migtistext herefore, we give an overview of the supported 802.11n
capabilities. The following measurement setup was usecerlar was transmitting to a close-by receiver using a lovketac
rate. We evaluated MAC layer broadcasts as well as unicdstsaas for the latter one also the multirate support wasiated.

All three modes were correctly working. The most importadiYHmprovements from 802.11n like advanced MCS, SM-MIMO,
wider channels and the use of short guard interval (SGI) appated. The only restriction was that SGI was not working
together with 20 MHz channels. Note, that we were not ablertd out whether the STBC and LDPC codes were supported.
This is because the current version of the ath9k driver doesport whether such a feature was used or not.

Index 20 MHz 40 MHz
800ns GI| 400ns GI| 800ns GI| 400ns GI
1 X X X
7 X X X
8 X X X
15 X X X
TABLE Il

SUPPORTEDMCS-RATES.

B. Saturation Throughput

Next we present results showing the saturation throughpDP) in an isolated hotspot scenario. All nodes were placed
within a short distance (1-2m) to each other to make surettfeabbserved throughput was not negatively affected by weak
signals. Moreover, we used an unoccupied 5 GHz channel id avoblems like co-channel interference as well as cortipeti
for the medium. Thus the results show the best achievabfempegince under optimal conditions.

At rst the saturation throughput for a single sender andereer depending on the used MCS (PHY rate) as well as the
used packet size is analyzed. The results from the expetianercompared with analytical results. In the analyticabelave
calculated the air capacity from the payload size and thedrstart interval. The frame start interval is the sum of D(B&s ),
average contention windowl%=2 9 s), 802.11n PLCP heade2§ s ), payload frame duration which depends on the MCS,
guard interval and channel width, SIF$6(s ) and the ACK 82 s ). The following observation can be made (Figure 1(a)).
The difference between the analytical and the experimeastallts is small only for low PHY rates, i.e. robust MCS. For
ef cient MCS and wider channels the difference is large, éog small packets at 300 Mbps PHY rate (MCS=15,SGI,HT40)
the achieved throughput is only 62% of the expected. Durirgg rheasurement we observed only a very small nhumber of
corrupted packets indicating only a small number of calisi. We believe that the difference between the expected and
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Fig. 1. Saturation throughput and channel utilization itspot scenario.

achieved throughput is due to the slow CPU or slow memorysscdauring the experiment we observed a very high CPU
load at the transmitter of 95% at high MCS. So it is very likéiat the CPU was the bottleneck.

Next we increased the number of sender nodes. From the thvaowould expect that the total throughput will decrease due
to increased collision probability between the competiagder nodes. Figure 1(b) shows the results. On our case,vbawe
this only true for low MCS and large packet sizes. E.g. largekpts at 300 Mbps PHY rate the throughput increases by up
to 21% when the number of sender nodes is increased from 1Thus a single sender seems to be unable to fully saturate
the medium. This is an additional indication that the CPUh& memory is the bottleneck at high MCS. The CPU load at
sender side was 95% for a single sender and small packets8&ador 5 senders and large packets. In contrast the CPU load
at receiver side was never beyound 45%.

Finally, we take a look at the channel utilization during #ageriment. From Figure 2(a) we can see that for high MCS
the channel cannot be fully utilized which is again conned¢tethe slow CPU or memory.

C. Power Control

The ability to control the transmission power is essentiaéw designing power control algorithms. Next we will analylze
relationship between transmit and receive power. Theeefiwo nodes where placed 7 m apart from each other. The iotd-n
distance was varied by some carrier wave length to averagargumultipath effects. From Figure 2(b) we can see that the
used Rf channel, MCS and channel width have a signi cant whp&specially the transmission power at 2.4 GHz is low
compared to 5 GHz. This is mainly due to regulation requinetieBesides that the power is adjustable to some kind ofegegr
and can therefore be practically used.

D. Link-level Measurements

The aim of this section is present link-level results okgdifrom our indoor testbed. The testbed resides in two mgkli
on 4 different oors of the computer science department ef lumboldt university. The exact node locations of the setec
37 nodes are given in Figure V-D.

In this section we present results from link-level measwetsin our indoor testbed. The testbed resides in two mgjfdon
4 different oors of the computer science department of thertholdt University. For the experiment 37 nodes were setkct
The following setup was used. Each node sends 1000 packatsas¢ of 10 Hz MAC broadcast packets of 1000 Bytes size
on each available MCS, guard interval and channel width éoation. The experiment was conducted in the 2.4 and 5 GHz
band. All received packets were stored for later analysis.

1) Connectivity: At rst we take a look at the connectivity between the testibedles. The number of links was used as a
measure. A link exists between two nodes if the packet dglikettio (PDR) exceeds some arbitrary threshold which wasuin
case 0.5. Figure 4(a) shows the results for the 5 GHz bandh 3Vithodes the maximum number of links is 666. When using
a low MCS the number of links is up to 325. However, when usiriggln MCS together with 2 spatial streams (SM-MIMO)
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Fig. 3. Location of the 37 indoor nodes during the measurémen

the number of links decreases below 200. The impact is muehtgr when using wider channels - 40 MHz instead of 20.
Here the number of links is only 120 or one-third of 802.11a.

Very interesting is the comparison with 2.4 GHz. From Figd(ke) we can see that despite the reduced transmission power
in 2.4 GHz the number of links when using 802.11b is slighilyhler (360 vs. 325). This can be explained by the used single
carrier modulation. The situation, however, changes whengu802.11g. Here the number of links never exceeds 225nWhe
using 802.11n together with high MCS and wide channels thebau of links decreases to 85.

2) Link Length: To get a better understanding on the indoor coverage of 882wk estimated the link length for all link
having a PDR of at least 0.5. In Figure 5(a) the results arergfer 5 GHz. We see that the impact of the used MCS is small;
there is only an impact for high MCS. The links at a 40 MHz chelrare shorter compared to using 20 MHz channel. The
results for 2.4 GHz band are given in Figure 5(b). We can blesge that the 802.11b MCS are offering the longest links.
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Fig. 5. Length of Links.

The link length for a high MCS together with a 40 MHz channe&luees to only 2-3m on average. There are only a few links
having a length of 7m or more. This is a very disappointingiites

3) Impact of wider ChannelNext the impact of a wider channel is analyzed. Thereforeefrh link we computed the
PDR using the 20 and 40 MHz channel. The mean squared erroEXNt88 each MCS index is presented. The results for
5GHz are given in Figure 6(a). In general we see that theresigra cant impact which is higher when using a higher MCS
with the exception of the 2 lowest MCS (BPSK and QPSK with FEZ).1The situation is similar in 2.4 GHz (Figure 6(b))
where the MSE of the PDR is high for the rst two MCS indexesn@ared to 5 GHz the MSE is a little bit smaller.

4) Impact of Guard Interval:802.11n offers the possibility to use a more ef cient OFDMagil interval -0:4 s (SGI)
instead of0:8 s (LGI) which effectively increases the throughput by up t&d2A SGI is suf cient for environments with a
small maximum delay spread due to multipath like our indawrirenment. However, our results show a signi cant impact

5A guard interval of0:4 s is able to counter inter-symbol interference as long as iffierence between the longest and the shortest path doesxneed
120 m.
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Fig. 7. Impact of guard interval.

for the two lowest MCS (Figure 7(a)). Links using the two Iav&CS are the longest ones and it seems that the SGI is not
suf cient here to combat inter-symbol interference. Theswieird since the maximum link length never exceeded 30 m. For
higher MCS the impact of the guard interval was negligible.

The situation in 2.4 GHz is very similar. Figure 7(b) showsifiar results compared with 5 Ghz with a slightly lower MSE.

5) Impact of Interstream Interferenc&02.11n offers a mandatory MIMO mode called spatial mwtipig (SM). With SM
it is possible to send multiple data streams using the same tifrequency resource. The receiver is able to decodeptaulti
streams due to their unique spatial signatures. Even in ginoement with lots of scatteres inter-stream interfeeeifiSI)
may occur. In this section we are trying to quantify this irtp& herefore, for each link we compared the PDR when using a
single stream with two streams for each MCS. The results f8H3 are given in Figure 8(a). We see that the impact of ISI
is small for low MCS but has some signi cant impact when usimgh MCS. Again, the situation in 2.4 GHz is very similar.

6) Relation between PDR and SNRinally we take a closer look at the relationship between SiéRreported by the
WiFi driver and packet delivery ratio (PDR). Figure V-D6 si®the results for the 20 and 40 MHz channels in the 5GHz
band. During the experiment no external co-channel intenfee was observed, i.e. the channel was empty. The folipwin
observations can be made. For MCS index 0O to 11 there is a stegition from PDR 0 to 1. For higher MCS index 12)
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Fig. 8. Impact of guard interval.

where a spatial multiplexing (2 streams) is applied thealation between SNR and PDR is only weak. This is especially t
for the 40 MHz channel. When comparing the results betweearn2040 MHz channel for MCS index7 (single stream) we
can see that the transition area is thicker for the 40 MHz chln
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Fig. 9. SNR vs. PDR for HT20/40 in 5 Ghz.

The results for the 2.4 GHz band presented in Figure 10. Inrasinto 5GHz band we observed lots of external WiFi
interference during the experiment. The following obstores can be made. For MCS index 0 to 11 there is a steep fi@nsit
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from PDR 0 to 0.8 with a pronounced area (very thick) above RIDR.8. The 40 MHz channel needs more SNR to achieve
the same PDR compared to the 20 MHz channel (shifted alondsy-d&or MCS index 12 there is only a weak correlation
between SNR and PDR, where with 40 MHz it was not possible taageerror free link.
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Fig. 10. SNR vs. PDR for HT20/40 in 2.4 Ghz.

VI. CONCLUSION

In this paper we identi ed requirements for an experimentakh testbed. The proposed solution ful lled most requiats.
On the one hand the proposed solution is exible becauseefiied open source software for the driver and the router@l.
the other hand the hardware is inexpensive while still ablsupport the most important aspects of 802.11n and thusiatio
a large-scale testbed deployment at a reasonable cost.Mdowee still identi ed some problems. The proposed solutieas
unable to achieve the theoretical performance resultsnkroar investigation it emerged that the CPU or the memory Was t
bottleneck at high PHY rates especially when using smalk@ac The situation worsens when one wants to use both radios
simultaneously (e.g. for multi-channel or backbone opena). Furthermore, the improved coverage promised by 1801.
could not be conrmed. In the 2.4 GHz band the coverage wassevthan with 802.11b. The 5GHz radio outperforms the
2.4 GHz radio due to the increased transmission power. Mereave were able to identify a signi cant impact from SGlI,
channel width and spatial multiplexing. Finally, a stroragrelation between SNR and PDR is present only when usinggesi
spatial stream or two streams together with a robust MCSsdlaspects have to be taken into account when developing new
protocols for mesh networks based on 802.11n.

VII. RELATED WORK

Besides MIMO testbeds based on off-the-shelf 802.11n hamehjd], [8], there are also lots of solutions based on Sofwa
De ned Radio (SDR) [9], [10]. The radios in a SDR testbed isdhon FPGAs or DSPs which allows modi cation also on
the PHY layer, which broadens the area of research signilgarlowever, a solution based on SDRs is expensive, which
makes it dif cult to set up a large scale testbed. Off-thelsB02.11n hardware is a cheap alternative to SDRs whiawall
the evaluation of MIMO and its impact on higher layer protscd’he authors in [11] evaluated the impact of the different
improvements in 802.11n on the throughput and the link gualionsistent with our results they observed a major impéct
frame aggregation on the throughput. Furthermore, theyys@ea the effect of interference when using channels witgea
bandwidth.
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VIII. OuUTLOOK

neue Protocole, speziell 802.11n
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