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Abstract

WireGuard is a new and promising VPN software. It relies on cryptographic primitives
which are not post-quantum safe. This critically undermines the promise of forward
secrecy because it makes all traffic vulnerable to future attacks with quantum computers.
This thesis considers ways of modifying current WireGuard implementations. Three
increments of modification are proposed, giving different levels of security against
quantum adversaries. Performance impacts of these are shown to be moderate.
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Acronyms
AEAD authenticated encryption with associated data

DH Diffie-Hellman key exchange

DLP discrete logarithm problem

DoS denial-of-service

ECDH elliptic-curve DH

KDF key derivation function

KEM key encapsulation mechanism

MAC message authentication code

MITM man-in-the-middle

MTU maximum transmission unit

PFS perfect forward secrecy

PQ post-quantum

PRF pseudo-random function

PSK pre-shared key

VPN virtual private network

WG WireGuard
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1. Introduction

In a few years’ time, most current VPN traffic may be decrypted.
Virtual private network (VPN) software provides a security layer above the IP layer

and puts the VPN server in between you and your destination. It is used, for example,
for accessing important computer infrastructure from an insecure network. In the
tunnel, which is the connection between you and the VPN server, everything can be
secured including your identity, the actual data, and its destination. If the VPN server
is on the same trusted network as your destination, this is enough to be safe.
There is a wide array of VPN software available. Well-known implementations are

OpenVPN, IPsec, and WireGuard, where the currently developmental WireGuard is
the focus of this thesis.

1.1. Motivation

Post-Quantum Cryptography

We need to replace many of our currently used cryptographic methods with so called
post-quantum (PQ) cryptography. The reason lies in developments regarding quantum
computers. Most significant is Shor’s algorithm, which can be used to efficiently solve
both the prime factorization problem and the discrete logarithm problem (DLP). [32]
These two problems are the mathematical foundation of many current cryptographic
primitives, especially the extremely prevalent RSA asymmetric cipher and Diffie-
Hellman key exchange (DH). Anyone who can solve these could attack almost any
key agreement protocol currently in use. PQ cryptography then only means that the
cryptographic primitives do not rely on these mathematical problems being hard to
solve. Instead, these primitives base their security on problems for which no efficient
quantum algorithm is known.
Then again, the largest quantum computer currently has 72 qubits. [21] This is a

long way to go, until quantum computers can break any significant key length. Still, it
is important to take preparations now, to protect the traffic currently being sent from
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future attackers. Also, we do not know how long it will actually take until quantum
computers are capable to break current security measures. “It could be decades, but
nobody can say for sure.” John Preskill said in an LA Times interview. [25] Furthermore,
from experience it is known that it takes a lot of time to change standards in security.
Therefore, standards need to be established well before it becomes crucial to use them.

Current methods of perfect forward secrecy (PFS), which is defense against the
threat of an attacker who collects and stores all traffic until they are able to decrypt it,
are based on classical cryptography. Any messages sent today under such schemes are
thus vulnerable to being recorded and later decrypted with a quantum computer.
Authentication methods in current key exchange schemes are based on classical

asymmetric cryptographic primitives as well. As soon as we have adversaries with
strong quantum computers, they are thus in a position where they can actively man-
in-the-middle (MITM) any key exchange, which relies on those classical authentication
methods. The threat is real but much less urgent than forward secrecy because a
MITM attack is not possible retroactively. So, until the first quantum computer which
can break current key lengths is actually built, relying on classical cryptography for
authentication is enough.

WireGuard

WireGuard (WG) is a relatively new VPN software, built with the intention to focus on
being fast while maintaining a small code base. Having less code is generally considered
a good quality for security software because it makes code review easier. One way
WireGuard achieves such a small code base is to be very cryptographically opinionated,
i.e. it only supports a few state-of-the-art cryptographic primitives. The primitives
have also been selected to be conservative choices in terms of security, while still being
on the faster side.
Focusing on WireGuard over more established VPN software such as OpenVPN

or IPsec might seem questionable. Especially regarding security critical software, it
is reasonable to use tools which have reached a certain level of maturity. However,
especially in this case it is less about making a good choice for now, and more about
deciding what will be a good choice in the near future. WireGuard looks extremely
promising, because of its great performance. It may well become one of the top
contenders in the VPN software space, once it underwent a little more scrutiny.

Further details about WG and how it works can be found in the WireGuard section
of chapter 2.
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1.2. Goals
Main goal of this thesis is extending WireGuard to support PQ cryptography for PFS,
identity hiding, and possibly even security against active attacks. In the available
version of WG there is only the ability to use a pre-shared key (PSK). This key needs
to be calculated separately, and can be the result of some PQ key exchange protocol.
Only does this not give any of the security properties listed above against quantum
computers. This feature merely provides basic encryption on the tunnel. Once the
PSK leaks to an attacker with a quantum computer, they could with reasonable effort
decrypt all traffic ecnrypted under session keys derived from that PSK. In order to
resolve this problem, PQ key agreements will be added directly into the WireGuard
protocol.

Another goal that becomes relevant considering how new and unproven PQ cryptog-
raphy is, is that the security should not rely solely on PQ methods.

Secondary goals are good performance and usability, which should be maintained as
well as possible, while still achieving the primary goals.

1.3. Structure
The rest of the thesis will be structured as follows: In chapter 2, there is a review of
the attempts at PQ VPN software already available. It also introduces algorithms,
definitions, protocols, and cryptographic primitives. Chapter 3 gives an overview of
the proposed changes to WireGuard. After that, in chapter 4 there will be a brief
discussion of implementation decisions. Then in chapter 5, there will be a critical
analysis on whether the solution discussed in the two previous chapters solves the
goals set in the beginning. We will especially look at the viability when compared to
WireGuard without PQ cryptography, focusing mainly on metrics like average time to
perform the handshake. Finally, the last chapter will summarize the findings, and give
an outlook on what still can be done.
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2. Fundamentals and Related Work

2.1. Quantum Algorithms

Shor

The problem with the current state of cryptography is that, in 1996 already, Shor
devised a quantum computer algorithm [32], which can be used to solve the prime
factorization problem and the DLP efficiently, i.e. in polynomial time. More specifically,
it has a time complexity of O((log N)3), where N is the number to be factored or the
prime defining the field for the discrete logarithm.
Once large quantum computers exist, it could be used to launch attacks with

polynomial cost against RSA, ECDSA, DH, elliptic-curve DH (ECDH), ElGamal, and
so on. Generally, against all cryptographic primitives which can be reduced to either
prime factorization or the DLP. Therefore, it breaks today’s standards in asymmetric
cryptography and key exchange.

Grover

There is also an algorithm targeting symmetric cryptography and hash functions. Also
in 1996, Grover developed a quantum computer algorithm [17], which can find the
input for an arbitrary function giving a specific output in only O(

√
N) calls to that

function, where N is the size of the function’s domain. This is a quadratic improvement
over the classical case, for which the worst-case runtime trivially is O(N).
Brassard et al. built upon Grover’s algorithm to give a quantum algorithm for

finding hash collisions. [10] Their results improved the theoretical minimum complexity
to O(2N/3), from the previous O(2N/2) obtained through the birthday paradox.

Although not breaking classical methods for symmetric cryptography and hashing, a
reduction in the attack complexity of this magnitude would force developers to adapt
key lengths. At first glance, doubling of symmetric encryption key lengths, and 50%
bigger state for collision-resistant hash functions, might therefore seem warranted.
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On the other hand, there are doubts whether the theoretically better complexity
translates into practically improved attack capabilities. Bernstein for example offers
reasonable doubt to the claim, that the quantum algorithms are better than classical
methods for finding hash collisions. [6] His argument is, that the better parallelizability
of Pollard’s rho method [28], as presented by Oorschot and Wiener [26], makes it
more cost-efficient than using quantum computers. Meaning, the best collision attack
on an N bit hash function still has cost O(2N/2) in practice. To get the speedup of
Grover’s algorithm, long calculations have to run in serial execution. There is a proof
by Zalka [33], showing that running it on M machines gives a maximum

√
M speedup.

And in all general security models we assume attackers to run their algorithms highly
parallelized. Therefore, the actual impact of Grover’s results is questionable.
In summary, increasing key lengths may or may not be necessary, but at least not

nearly as drastically as assumed at first glance.

2.2. Previous Systems
There are already attempts at bringing PQ cryptography into VPN software. The
projects that exist so far have some significant disadvantages, when compared to the
possibilities of combining WG with a complete PQ handshake. In the following section
two of the most prominent projects will be discussed. One of which only uses the
static-PSK method that is supported by WireGuard directly. Thus, it does not provide
PFS or identity hiding against quantum computers. The other project uses the more
bloated OpenVPN, as opposed to WireGuard. Therefore, it has all the disadvantages
in speed and code size that WG tries to improve upon.

In contrast, this thesis proposes a way of fixing both these disadvantages, by combin-
ing the WireGuard software with a real PQ key exchange. It should thus provide all
the advantages of WireGuard over, for example, OpenVPN, as well as more complete
PQ security than the PSK feature in WG.

Mullvad

Mullvad is one of the first VPN providers to try to provide ready-to-use PQ cryptography
using WireGuard. They make use of the pre-shared key (PSK) feature that WireGuard
offers. First performing a PQ key exchange, the output of it is then used as the PSK
for the WG handshake. In there, it is simply used as additional key material when
deriving the keys. This solution will never be able to provide PFS this way because

9



the PSK is static.
Any time in the future, an attacker with a quantum computer, who learned the PSK

at some point, can break any key exchange that used it. This attack is passive, i.e.
it even goes for previously recorded exchanges. They need a quantum computer to
break the discrete logarithm, and therefore classic PFS. Using Shor’s algorithm on
their quantum computer to solve the DLP, they can derive the private ECDH key of
either party from the public one. With the private ECDH key and the PSK, they have
everything one of the parties had during the exchange. Therefore, they can derive the
encryption keys in the same manner as the legitimate party did. The attacker has thus
successfully broken the key exchange only by learning the static PSK.
Conclusively, Mullvad’s approach at PQ does not provide PFS against a quantum

adversary. In other words, all traffic sent over such a tunnel, is only secure against a
quantum adversary for as long as the static-PSK stays safe. Furthermore, both parties
need to have the PSK (by definition), and neither may lose it.

Microsoft

Microsoft goes another route and uses the more dated OpenVPN as foundation. This
decision brings with it all the advantages and disadvantages of OpenVPN compared
to WireGuard. Namely, they get the advantage that the code base they fork from
OpenVPN is thoroughly tested and analyzed, whereas WireGuard is rather new on a
security software timescale. This advantage is rather short-lived though as it shrinks
the more WG is tested. Especially since WG is expected to be more easily auditable,
because of its way smaller code base. On the other hand they also inherit the large
code base and, compared to WG, higher ping and lower data throughput.

Microsoft’s solution uses the Open Quantum Safe project’s fork of OpenSSL, which
implements PQ cryptographic primitives in the TLS handshake. According to TLS
specification though it does only use ECDH for ephemeral keys. Therefore, there is no
perfect forward secrecy against quantum adversaries. Fundamentally the same attack
that was described for Mullvad’s approach applies here. Identity hiding for the client’s
public key may be achieved though.
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2.3. Noise Protocol Framework
Noise [27] is a suite of cryptographic key exchange protocols. Each of the protocols
provide slightly different properties, especially regarding authentication and forward
secrecy. All of them are based on DH/ECDH key agreements. Noise also defines a way
of writing these protocols down concisely. To give an example, this is the way IKpsk2,
the protocol WG’s handshake is based on, is written in the notation established in [27]:

<- s
...
-> e, es, s, ss
<- e, ee, se, psk

The initiator of the handshake is on the left-hand side, the responder on the right-hand
side. Accordingly, the arrow directions indicate the direction of communication. Single
letters indicate public keys being sent, ‘s’ stands for a static public key, ‘e’ for an
ephemeral public key. Thus, the first line indicates: Before any of the actual handshake
takes place, the initiator already knows the responder’s static public key. In practice,
this usually happens through user setup, as with SSH keys. Two letters represent a
DH calculation taking place, the first letter indicating which of the initiator’s key pairs
to use, and the second letter indicating the same for the responder. These have to
happen on both sides of the exchange because it is implied that the shared secret is
added into a chaining key.

The chaining key is a fundamental concept of the Noise family of key exchanges.
During the entire key exchange, both peers each maintain a continuous hash value and
a chaining key. Any data transmitted or received in a packet is added into the hash
value. After any single shared secret is established, it is added as key material into
the chaining key through a key derivation function (KDF). In Noise protocols this
always happens through a DH computation, unless it is the PSK that is used at some
point of the protocol. Specifically, the new chaining key is the result of the KDF called
on the shared secret, using the old chaining key as the key. Any time an outgoing
message needs to be encrypted or an incoming message decrypted, a KDF with double
the output length is used instead. One part is then used as the new chaining key, and
the other part is the key for encryption/decryption. In the end, the chaining key is
used for deriving two symmetric keys, one for each direction of communication.
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2.4. WireGuard
WireGuard is a VPN software that tries to become the new standard. Jason A.
Donenfeld, the main developer, criticizes current standards, especially OpenVPN and
IPsec. One main point of criticism is bloatedness, in terms of code size as well as
the number of options and cryptographic primitives supported. This leads to worse
auditability and more room for weak security through wrong configuration, Donenfeld
argues. Other areas where he tries to improve upon current solutions are ease of use
and performance, e.g. ping and throughput.

Authenticated Encryption with Associated Data

Authenticated encryption with associated data (AEAD) is a method that performs
symmetric encryption and authentication. It is either a dedicated construction for
authenticated encryption or a generic one, from a combination of block cipher and
message authentication code (MAC) function. The Associated data is a MAC value
that proofs authenticity and binds the ciphertext to a context, for example through a
nonce.

All data sent over a WireGuard tunnel is first put through AEAD using the session
encryption key. Also, AEAD is already used during the handshake protocol.

Handshake Protocol

WireGuard’s handshake resembles the IKpsk2 handshake, defined by the Noise Protocol
Framework. [15] For legibility, updating of the continuous hashes and the chaining keys
have been omitted from the protocol diagrams. Not further mentioned either will be
two MAC values, which are used for preventing denial-of-service (DoS) attacks, and a
message header, which are all part of the initiation and response messages.
Before the key exchange starts, we assume both parties have generated static key

pairs and the static public key of the responder is known to the initiator. Before
the first message is sent, the initiator generates an ephemeral key pair, i.e. matching
private and public ECDH keys. They also calculate the first two ECDH secrets using
both their own private keys and the known public key of the responder.
WireGuard’s first key exchange message, the initiation message, then contains

the initiator’s ephemeral public key in plaintext, the initiator’s public static key
under AEAD with the key resulting from the first ECDH secret, and a timestamp in
TAI64N [4] format under AEAD with the key resulting from both ECDH secrets. This
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IKpsk2 Initiation
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Figure 2.1.: Simplified diagram of the initiation step of WireGuard’s IKpsk2 protocol.

provides some identity hiding for the initiator, because you at least need either the
initiator’s ephemeral private key or the responder’s static private key. The responder
can, upon receiving the initiation message, take the analogous steps to calculate the two
ECDH secrets as well, and reach the same state as the initiator. The whole initiation,
everything that happens immediately before sending and after receiving the message,
is shown in Figure 2.1.

After the first step of the key exchange, both parties know each others public static
keys and the responder also knows the initiators ephemeral public key. The responder
then generate their own ephemeral key pair. They continue by calculating the two
ECDH secrets that result from combining their ephemeral private key with both of the
initiator’s public keys.

WireGuard’s second key exchange message, the response message, contains (most
importantly) the responder’s public ephemeral key in plaintext, and also the empty
string under AEAD with a key resulting from the final chaining key. The empty string
under AEAD is simply the associated data, i.e. a MAC value. As in the initiation
step, upon receiving the message the initiator can take steps analogous to those of the
responder to finally reach the same state. The whole response, everything that happens
immediately before sending and after receiving the message, is shown in Figure 2.2.
As specified by Noise, the final chaining key is used for deriving two symmetric

session keys. One for the messages going from initiator to responder, the other for the
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IKpsk2 Reponse
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Figure 2.2.: Simplified diagram of the response step of WireGuard’s IKpsk2 protocol.

other direction.
There also exists a formal proof over the WireGuard protocol, showing the general

construction to be secure. [16] This proof is performed by using the Tamarin Prover
protocol verification software.

Cryptographic Primitives

WireGuard’s handshake protocol is performing ECDH on the elliptic curve called
Curve25519 [5]. This curve uses 256-bit keys and provides 128-bit security in a classical
setting. In a quantum setting this primitive is completely broken by Shor’s algorithm.
During the handshake, the BLAKE2s cryptographic hash function is used with

256-bit output. It is not only used for the continuous hash, but also as pseudo-random
function (PRF) in key derivation based on HKDF. HKDF is built upon the HMAC
construction, which does not suffer from collision attacks on the underlying hash
function. As far as the underlying hash function can be assumed to be a PRF the
HMAC can also be assumed to be a PRF for any key. This was shown by Bellare [3]
in 2006. Therefore, HMAC and consequently HKDF provide 256-bit security, when
based on 256-bit keys and the 256-bit BLAKE2s function. The chaining hash on the
other hand uses BLAKE2s directly. For now though, it seems reasonable to accept
Bernstein’s criticism, and assume the best practical attack against hash functions still

14



is of complexity O(2n/2). Also, the security of the handshake does not rely on the
continuous hash being collision-resistant.

After the handshake is completed, WG then uses ChaCha20 and Poly1305 for AEAD.
Both of these primitives are based on 256-bit symmetric ciphers. In a classical setting
these therefore provide 256-bit security. As we have seen in the section about Grover’s
algorithm, the security level may be lower in a quantum setting, but it is not yet clear
by how much. Though, by definition, these achieve NIST level V as defined below.

2.5. State of Post-Quantum Cryptography
With PQ cryptographic primitives there are not yet any established standards. The
United States’ National Institute for Standards and Technology (NIST) is currently
running a project looking to standardize PQ cryptography. Probably our best bet
when looking for promising cryptographic primitives is to look at those submitted to
this NIST project, especially the ones which made it in round 2 of the project. As
those have already undergone public scrutiny, and are still considered viable candidates
for standardization. All cryptographic primitives mentioned in here are submissions to
round 2 of the NIST project. [24]

NIST Level Classical Primitive Attack Cost

I AES-128 2106

II SHA-256 2146

III AES-192 2169

IV SHA-384 2210

V AES-256 2234

Table 2.1.: Post-quantum security levels defined by NIST. Adapted from table in [23].

In their call for proposals for the PQ standardization project, the NIST defines five
levels of security for PQ cryptographic primitives. [23] Here these are labeled with
roman numerals I-V, to better distinguish them from another security classification
introduced in the next chapter. Each of these levels is defined as being at least as strong
as current classical cryptographic primitives AES, SHA3 with specific parameters, as
shown in Table 2.1. The column ‘Attack Cost’ shows a current estimate for the cost
of an attack on the reference primitive, based on numbers from the NIST call for
proposals [23].
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Next, there is an overview of some of those PQ cryptographic primitives, and whether
they might be useful for bringing PQ security into WG.

SIDH

Supersingular isogeny Diffie-Hellman (SIDH) is a key exchange protocol [20], which
brings the idea of the ECDH protocol to a PQ setting by using a different mathematical
foundation. Instead of dealing with points on a single elliptic curve, this method
is based on isogenies over supersingular elliptic curves. This is exactly what
makes this method resistant against attacks based on Shor’s algorithm. Namely, the
underlying supersingular isogeny problems are not reducible to the DLP. It is a unique
primitive among the NIST submissions: “[It is] the only candidate based on arithmetic
properties of elliptic curves over finite fields.” [1] Still, the mathematics behind it is
well understood, as research on isogenies and supersingular elliptic curves has long
been going on.

Notably, SIDH allows for smaller key sizes than any of the other NIST submissions.
And they can be further reduced through compression, as shown by Costello et al. at
Microsoft. [12] Unfortunately, computations of this type are expensive, and compression
makes them even more expensive. This method is around an order of magnitude slower
than many of the other candidates, and also way slower than its classical equivalents.

McEliece

The McEliece [22] cryptosystem is one of the many code-based key exchange schemes
submitted to the NIST competition. Security of this scheme is based on the hardness
of decoding random linear codes. It was also the first method of this type, and has
been around since 1978. Therefore, it is considered to be one of the more proven PQ
cryptographic schemes.

The major disadvantage of this category of primitives is the size of their public keys.
Especially the McEliece system has keys that are hundreds of Kilobytes in size, up to
around one Megabyte for the parameters submitted to the NIST competition. Even
the BIKE code-based key exchange, which the NIST calls “competitive with ring and
module lattice schemes” [1] in terms of key size, has key sizes which are 2 4 times
larger than its lattice-based competitors.
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NTRU

NTRU is a key exchange protocol developed in 1996. [19] Multiple parameter sets were
proposed for round 2 of the NIST standardization process, claiming NIST security levels
I, III and V. It represents the largest group of submissions, those using lattice-based
cryptography. The underlying mathematical problem is called the shortest vector
problem in lattices, for which it is of course assumed that there is no efficient quantum
algorithm.

This category of primitives currently is most promising, as they offer a good trade-off
in public key sizes and computational speed. Specifically, NTRU has been around
for a long time. Also, it uses more reliable security properties than SABER [13]
and CRYSTALS-Kyber [9]. These are both also lattice-based cryptosystems, based
on less proven assumptions about Module Learning with Rounding. Another con-
testant with more conservative assumptions is Google’s submission, called NewHope [2].

The rest of the thesis will always talk about PQ primitives in terms of a key encap-
sulation mechanism (KEM). That is, we will assume they provide three relevant
functions. Firstly, a key pair generation function, securely pseudo-randomly generating
a pair of matching private and public keys. Secondly, an encapsulation function,
taking a public key and returning an encapsulated value and a shared secret. Lastly, a
decapsulation function, which in turn can be used on an encapsulated value together
with a private key. If the provided private key matches the public key which was used
to generate the encapsulated value, the decapsulation is successful and returns the
same shared secret that resulted from the original encapsulation.
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3. Methodology

3.1. Feature Specification
The primary goal of the adaptations proposed in this thesis is to provide security
against future attackers, who are already recording traffic at the current time for later
decryption. Therefore, the two main properties that need to be ensured are:

Perfect Forward Secrecy: Revelation of the static private key of any party should
give no advantage in attacking any message encrypted before the keys were compro-
mised. WireGuard only protects us in this way from attackers with classical computers
because a quantum adversary can get the ephemeral private key from the public key
through Shor’s algorithm. The proposals in this chapter will also consider attackers
with strong quantum computers.

Identity Hiding: Unless the responder’s static private key is compromised, the
initiator’s identity, that is their static public key, should not be revealed. This is the
same level of identity hiding WireGuard offers against classical attackers.

There are also secondary goals, which were considered as much as possible while
still achieving all the primary goals. These secondary goals closely match the main
selling points of WireGuard:

• high throughput (over tunnel)

• low ping (on handshake and tunnel packets)

• 1-RTT handshake

Security against an active quantum-capable attacker is an optional low-priority goal
because at the current moment this is not a clear threat. On the other hand, someone
could currently be collecting encrypted traffic to decrypt it once they have a quantum
computer. This threat is already real and current.
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3.2. Protocol Design
First of all, there will be a definition of 4 security levels for PQ handshake protocols.
These satisfy the original feature set WireGuard has in a classical setting to varying
degrees in a quantum setting. In contrast to the security levels defined by NIST, these
levels only make claims about general properties of key exchange protocols, regardless
of the primitives and key lengths used. The NIST security levels on the other hand
concern cryptographic primitives and their parameters, and are defined by a specific
level of computational cost that would be needed to break them. One could achieve
each of the above handshake security levels for any of the NIST security levels. When
using different primitives or different parameters for one primitive in a single protocol,
one could even achieve different NIST security levels for different parts of the same
protocol. In this sense, the two security levels are orthogonal.
This classification starts from level 0, which in a quantum setting gives none of

WireGuard’s interesting security features, and goes up to level 3, which should be
at least as secure against quantum attackers as WireGuard is against classical attackers:

Level 0 is defined by what the WG specification allows. PQ security is very limited:
It provides basic encryption, but neither PFS, nor identity hiding, nor any security
against active quantum-capable attackers. Thus, if a quantum adversary learns the
PSK, everything is compromised. By definition IKpsk2 is a valid level 0 handshake if
the PSK comes from a PQ KEM.

Level 1 provides PFS on all tunnel packets, but there is no guarantee of identity
hiding, and no guarantees against active attackers. As soon as available quantum
computers can break the classical primitives used in WireGuard, the identity of the
initiator has to be seen as compromised.

Level 2 guarantees PFS and identity hiding on the same level as WG does against
classical adversaries. It still only considers passive attackers though. Therefore, once
strong quantum computers exist, protocols that achieve this security level or lower
need to be considered unusable.

Level 3 is only considered achieved if the protocol has the same general security
properties in a PQ setting, as WG’s handshake does in a classical setting. That is, it
needs to be secure against active attackers with quantum computers, in addition
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to all capabilities of a level 2 key exchange. Such a protocol can therefore no longer
rely on classical cryptography for authenticating the peers to each other.

To achieve any of these goals, except for level 0 of course, adaptations to the handshake
protocol definitely need to be made. The rest of the cryptography does not need
to be adapted. All currently known quantum algorithms do generally break neither
symmetric ciphers nor hash functions. They might force people to use longer keys than
they would have done otherwise, but 256-bit keys should be enough for the foreseeable
future.

Now the three handshake protocols will be presented. All of these use classical and
PQ cryptographic methods in a hybrid setting, meaning every PQ KEM is backed up
by a classical key agreement serving the same purpose. The reason for this decision is
that all currently available PQ KEMs are in an early developmental stage. No sufficient
testing and analysis has taken place. It would therefore be reckless to rely on these
alone for the protocol’s security. That is why results of both types of exchanges are
incorporated into the keys, thus giving at least the security of the classical exchange,
even if the PQ primitives turn out to be less secure. All the following handshakes are
simple extensions of the protocol used in WireGuard. The way how Noise protocols use
the chaining key, they naturally allow for extension. For adding new key agreements
as parts of the handshake, one can simply add the results of these key agreements
into the chaining key to incorporate them into the protocol. The proposals meet PQ
security levels 1, 2, and 3 respectively, as defined above.

In the diagrams depicting the protocol calculations and message exchanges, everything
that stays the same is omitted. This is a reasonable simplification because every
increasing level only ever adds steps to the previous protocol. No steps of the previous
protocol are ever modified or removed. Also, for legibility, the computations for updating
the continuous hashes and the chaining keys have been omitted from the diagrams.

3.2.1. L1 Handshake

Firstly, the aim is to go from the default level 0 protocol to a level 1 handshake, i.e. to
achieve PFS in a quantum setting.
A simple ephemeral key encapsulation is performed for some PQ cryptographic

primitive. The initiator generates an ephemeral key pair, and sends their public
ephemeral PQ key with the initiation message in plaintext, just as they do with
the classical ephemeral key. Upon receiving the initiation, the responder performs a
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Level 1 changes to IKpsk2

Initiator Responder
(eqpub

i , eqpriv
i ) = GenPQ()

. . .

eqpub
i , . . .

(ev, ss) = encaps(eqpub
i )

. . .

ev, . . .

ss = decaps(ev, eqpub
i )

. . .

Figure 3.1.: Steps added to the IKpsk2 protocol to achieve level 1 PQ security.

key encapsulation on that public key. This results in them having two values: The
shared secret and an encapsulated value, which is based upon that same secret and
the initiator’s public key. The response message includes the encapsulated value, also
in plaintext. Upon receiving the response the initiator can then do the inverse, by
decapsulating the shared secret from the encapsulated value using their private key.
Both parties are then in the same state again, and have performed an ephemeral key
exchange. Figure 3.1 shows all steps that need to be added to the level 0 handshake
protocol in order to arrive at a handshake with level 1 PQ security.

Here is the level 1 handshake protocol in something resembling Noise notation, where
changes to the IKpsk2 protocol are highlighted in bold:

<- s
...
-> e, eq, es, s, ss
<- e, enc(eq), ee, se, psk

This protocol obviously provides PFS in a PQ setting because both parties agree upon
an ephemeral secret in a way that is secure against quantum adversaries. PFS is also at
least as strong against classical adversaries as in WG because all ECDH exchanges are
still part of the protocol. Authentication is given by the underlying classical handshake
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Level 2 changes to Level 1

Initiator Responder
sqpub

r , . . . . . .

(ev, ss) = encaps(sqpub
r )

. . .

ev, . . .

ss = decaps(ev, sqpriv
r )

. . .

Figure 3.2.: Steps added to the level 1 handshake protocol to achieve level 2 PQ
security.

because the handshake can still only succeed if both parties proof that they own the
private key corresponding to their identity.

3.2.2. L2 Handshake

Secondly, the goal is to go from level 1 to level 2 PQ security for the handshake protocol,
i.e. to achieve identity hiding as long the responder’s static private key stays secure.
To achieve that, a static PQ key pair is added on the responder’s side. Assuming

the PQ static public key is also known to the initiator from the beginning, as is the
classical one. The initiation message can then already contain the encapsulated value
generated from it. On the other hand, the shared secret from the encapsulation can be
integrated into the chaining key, prior to encrypting the classical static public key of
the initiator. In Figure 3.2 you can see all steps that need to be added to the level 1
handshake protocol shown previously in order to achieve level 2 PQ security.

Following is this level 2 handshake protocol in pseudo-Noise notation, where changes
to the level 1 protocol have been highlighted in bold:

<- s, sq
...
-> e, eq, enc(sq), es, s, ss
<- e, enc(eq), ee, se, psk

The initiator’s identity is now encrypted under the new PQ shared secret. Assuming
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the PQ KEM used is secure, the only way for the responder to derive the shared secret,
and thus the initiator’s identity, is to know the secret key corresponding to sq. No
malicious party can therefore find out the initiator’s identity, without first having
compromised the responder’s private static key. This is the same level of identity hiding
WG provides in the classical case. Identity hiding is also at least as strong as in WG
because all ECDH exchanges are still part of the protocol.

Inadvertently, this protocol also serves to authenticate the responder to the initiator
on their PQ identity because the handshake can only finish successfully if the responder
manages to decrypt the initiator’s identity.

3.2.3. L3 Handshake

Lastly, the target is to go from level 2 to level 3 PQ security for the handshake protocol,
i.e. to also achieve security against active attacks by quantum adversaries.

Another static key pair is added, this time on the initiator’s side. The basic structure
of the PQ parts of the protocol then resembles a Noise IK handshake, which is the same
as IKpsk2 only without the PSK. Both parties have a static key pair to authenticate
each other’s identities, where the responder’s static identity is known to the initiator
in advance. Also, the responder is first to authenticate their identity, they both agree
on an ephemeral secret together, and finally the initiator authenticates their identity.
The PQ static public key of the initiator is sent in the same way as the classical

equivalent. Both are under an encryption key based on shared secrets derived from
both static public keys of the responder, the classical and the PQ one. Thus, both keys
have the same level of identity hiding, which should be as strong as the strongest of
the classical and the PQ primitive. After the responder received the initiation message,
they can then decrypt the initiator’s PQ static public key, and subsequently encapsulate
it. Finally, the responder sends the encapsulated value back in the response message,
and integrates the shared secret into the chaining key. To arrive at the same state, the
initiator does the equivalent steps on their side upon receiving the response message.
Figure 3.3 displays all steps that need to be added to the level 2 handshake protocol
shown previously in order to reach level 3 PQ security.
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Level 3 changes to Level 2

Initiator Responder
(sqpub

i , sqpriv
i ), . . . . . .

. . .

AEAD(sqpub
i ), . . .

(ev, ss) = encaps(sqpub
i )

. . .

ev, . . .

ss = decaps(ev, sqpriv
i )

. . .

Figure 3.3.: Steps added to the level 2 handshake protocol to achieve level 3 PQ
security.

This is the level 3 protocol in pseudo-Noise notation, where everything that has
changed from the previous level 2 protocol is written in bold text:

<- s, sq
...
-> e, eq, enc(sq), es, s, sq, ss
<- e, enc(eq), enc(sq), ee, se, psk

These changes serve to authenticate the initiator on their PQ identity. This is indeed
achieved, because the initiator can only arrive at the same final state as the responder
if they know the shared secret from the encapsulation. Assuming the PQ primitive
used is secure, this is only possible if they can decapsulate the encapsulated value for
the public key they sent. This in turn should only be possible if they know the private
key matching that public key. Therefore, if the first data packet sent by the initiator
has valid authentication, the responder can be confident that the initiator knew the
private key corresponding to the public key they sent in the initiation message.
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4. Implementation

4.1. Engineering Process
Two libraries already offer a unified interface for implementations of many NIST
candidates. The two libraries in question are liboqs [30] and libpqcrypto [7]. Both
these PQ cryptography libraries and most of the original reference implementations
heavily depend upon the C standard library. The problem then is that they can not
be directly compiled as part of a kernel module. This led to the decision of basing
the proof-of-concept implementation on a user space implementation of WireGuard,
as opposed to the original kernel space implementation. Cloudflare has developed an
implementation of the WireGuard software in user space. They call this implementation
BoringTun and it is open-source on GitHub. [11] It is written in the Rust programming
language. This project was used as basis for the proof of concept.
An additional benefit of this decision is that it allows for easy benchmarking via

Criterion.rs [18], a Rust crate which will be introduced in the next chapter. This is
especially useful for a proof of concept.

As the proof-of-concept code directly extends upon a WireGuard implementation, the
design choices that were made in developing WireGuard were considered here. The fact
that the proof-of-concept code works with Cloudflare’s Rust implementation, instead
of the original C code, makes some memory-safety design choices of the WireGuard
code obsolete. Care has been taken to not break any of the general design principles
through the changes made.

liboqs

Open Quantum Safe is an open-source project started by Douglas Stebila and Michele
Mosca of Waterloo University. Main part of the project is liboqs [30], a C library
of post-quantum cryptography functions. This is also the library used for the PQ
cryptography in the proof-of-concept implementations, where the C functions are called
via the Rust’s foreign function interface.
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One advantage of this library over libpqcrypto is, that it has implementations for
SIDH. Also, it is updated and maintained more frequently. Therefore, adaptations to
the NIST submissions are integrated earlier.

4.2. Proof-of-concept Code
Source code of the proof-of-concept implementation, including the benchmarks we
discuss in the next chapter, is available on GitHub as a project forked from Cloudflare’s
BoringTun [11]:

https://github.com/qkniep/pqwg-rust

The project is split among two branches: master (implementing L0 and L1), and lvl23
(implementing L2 and L3 handshakes). Whenever the proof-of-concept implementation
is mentioned throughout this thesis, the commits with commit message ‘BA Submission
Version’, and with the following hash values, are referenced:

master: b2a19d5531dce66439190e7be58780c4e19f96f9
lvl23: 706f05d23da4192c5ff9b3a9082de205a9cfe150

A basic manual on how to run the benchmarks can be found in the README file of
the repository.
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5. Results and Critical Discussion

As the main question here is one of usability, the following will mainly be a performance
comparison, comparing the proof-of-concept handshake protocol implementations to
the default WG protocol, as implemented in BoringTun. To accommodate for any of
the three higher security levels defined in the Feature Specification, only the handshake
code was changed. Therefore, most focus will be put on the handshake computations,
as well as initiation and response message transmissions.

5.1. Message Sizes
Adding more key exchange primitives to the handshake protocol obviously adds addi-
tional data, in the form of public keys and encapsulated values. This data needs to be
transmitted in the initiation or response message.
With PQ KEMs that data is relatively large for network transmissions, hundreds

of Bytes up to hundreds of Kilobytes in the worst cases. Thus, packets may easily
become larger than the Ethernet maximum transmission unit (MTU) of 1500 Bytes.
Since WG is based on UDP, there is no segmentation functionality on the Transport
Layer. If large data is sent over UDP, packet fragmentation may happen on the IP
layer. Relying on this functionality is considered fragile, and the IETF specifically
advises against it. [8] This is because the IP standard allows routers to drop large
packets silently.
A way around IP fragmentation is to split the datagrams on the application layer.

When using UDP, this can still be terrible for performance because the handshake will
fail anytime one of the datagrams is lost. The more datagrams we need for one message,
the higher the probability for losing one of them is. Thus, breaking up messages into
more datagrams makes the handshake take longer on average.

A datagram size of 1436 Bytes is reasonable for this, because according to analysis
by Shannon and Moore [31] around 98% of MTUs are between 1484 1500 Bytes.
Subtracting 8 Bytes for the UDP header and 40 Bytes for the possibility of an IPv6
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header, we arrive at the number above. Also, the IPv6 standard recommends an MTU
of at least 1500 Bytes, and requires acceptance of packets up to that same size. [14]

Connection dt [ms]

Wired-Cable 23.1
Wireless-House 29.2
Wired-DSL 32.2
Wireless-Apartment 36.7

Table 5.1.: Average time impact of sending an additional UDP datagram as part of
the WG handshake, for different connection types.

In WireGuard datagram loss is especially problematic because: “Under no cir-
cumstances will WireGuard send an initiation message more than once every Rekey-
Timeout.” [15] By default, this Rekey-Timeout is set to five seconds (5000 ms). Table 5.1
shows the average cost of an additional UDP datagram being sent, that results from
this Rekey-Timeout policy combined with a study about typical packet loss rates
published by Raghavendra [29]. This gives an upper-bound estimate of about 23 37 ms,
depending on connection type, for the average cost of each additional datagram. These
numbers ignore the impact of half-finished key exchanges. Anyways, this impact is
negligible, at around 0.5 ms for a very expensive handshake, which takes 200 ms for its
computations. Going on from here, all calculations will use the average of 30 ms per
additional datagram.
Choosing cryptographic primitives with small key sizes is thus essential to prevent

unnecessary overhead, in the form of excessive transmission times. Cryptographic
primitives with excessively large public keys or encapsulated values have thus been
excluded from all following considerations. For example, all code-based cryptosystems,
which need many Kilobytes for a public key.

Amplification Attacks

The SABER series of cryptographic primitives [13] has a specific problem regarding
message sizes. WireGuard relies on the initiation message being larger than the
response message, to prevent DoS attacks based on amplification. For each of the
SABER primitives (LightSABER, SABER, FireSABER), the encapsulated values are
more than 56 Bytes larger than the public keys. These 56 Bytes are exactly the
difference in length standard WG has in favor of the initiation message. In the L1 and
L3 handshakes previously defined, the response message contains one more encapsulated
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value, whereas the initiation message contains one more public key. Therefore, using a
SABER KEM for these handshakes would lead to vulnerability against amplification
attacks, as the response message would then become larger than the initiation message.
Though to use a SABER primitive anyways, the initiation message can be padded to
be larger again. The numbers of datagrams in the following always accommodate for
this padding.

Memory Exhaustion Attack

Another problem when splitting messages, here especially the initiation message, into
multiple UDP datagrams is the possibility of a memory exhaustion attack. [8] This is a
type of DoS attack, in which an attacker tries to fill the target’s memory. In this case
they would achieve that by sending datagrams, which appear to be incomplete initiation
messages. If the responder saves all the datagrams, waiting for another datagram to
finish the message. The malicious initiator may continue sending incomplete messages,
until the responder runs out of memory.
WireGuard already has a system that uses MACs and a concept called IP-binding

cookies to prevent CPU-exhaustion attacks. [15] This system could be expanded, to
also prevent the type of attack described above. IP-binding cookie messages should be
sent, not only when the system is under computational load, but also if the system is
running short on memory.

An alternative approach would be to include the data WG would send in the initiation
message in every datagram of the split initiation message. Only the PQ data would still
be split among the datagrams. Upon receiving any of the datagrams, the responder
could already start checking the classical WG data for validity. They could then decide
to keep the datagrams already received, and potentially wait for the other datagrams to
arrive, if the classical WG data is valid so far. In the other case, they could throw away
the datagrams. Of course this has some overhead in message size. Another disadvantage
is, that this approach would make parsing incoming messages more difficult. Thus
increasing the amount of code needed for that functionality.
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Cryptographic PK EV L1 Ini/Rsp L2 Ini/Rsp L3 Ini/Rsp
Primitive [Bytes] [Datagrams] [Datagrams] [Datagrams]

NewHope1024 1824 2208 2 / 2 3 / 2 5 / 4
Kyber-1024 1568 2 / 2 3 / 2 4 / 3
FireSABER 1312 1472 2 / 2 3 / 2 4 / 3
NTRU4096 1230 1 / 1 2 / 1 3 / 2
SIDHp751 564 1 / 1 1 / 1 2 / 1
SIDHp751c 334 1 / 1 1 / 1 1 / 1

Table 5.2.: Number of datagrams of size 1436 needed for the different handshake
messages, with some NIST level V primitives.

Cryptographic PK EV L1 Ini/Rsp L2 Ini/Rsp L3 Ini/Rsp
Primitive [Bytes] [Datagrams] [Datagrams] [Datagrams]

Kyber-768 1184 1088 1 / 1 2 / 1 3 / 2
SABER 992 1088 1 / 1 2 / 1 3 / 2

NTRU2048 930 1 / 1 2 / 1 3 / 2
SIDHp610 462 1 / 1 1 / 1 2 / 1
SIDHp610c 273 1 / 1 1 / 1 1 / 1

Table 5.3.: Number of datagrams of size 1436 needed for the different handshake
messages, with some NIST level III primitives.

5.2. Handshake Benchmark
All runtime benchmark results that follow come from the different benchmarks being
run on the same workstation, with the following hardware and system specifications:

• CPU: Intel Xeon E3 1230 v3 (4×3.3 GHz, 8 MB Cache, AVX2, AES-NI)

• RAM: 8 GB DDR3 1600

• OS: Arch Linux x86_64

• Kernel: 5.3.7 arch1 2 ARCH

Except for a simple window manager and the terminal emulator, no user processes
were running on the workstation during benchmarking.

The benchmark code is based on the test code written by Cloudflare and provided
with the BoringTun source code. Specifically, the benchmark calls the handshake
test function. The test code has been adapted to send just a single packet over the
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Cryptographic PK EV L1 Ini/Rsp L2 Ini/Rsp L3 Ini/Rsp
Primitive [Bytes] [Datagrams] [Datagrams] [Datagrams]

NewHope512 928 1120 1 / 1 2 / 1 3 / 2
Kyber-512 800 736 1 / 1 2 / 1 2 / 2

LightSABER 672 736 1 / 1 2 / 1 2 / 2
NTRU2048 699 1 / 1 2 / 1 2 / 2
SIDHp434 330 1 / 1 1 / 1 1 / 1

Table 5.4.: Number of datagrams of size 1436 needed for the different handshake
messages, with some NIST level I primitives.

WireGuard tunnel, instead of the 128 packets in the original code. This still ensures
the handshake is actually performed, and that a packet can successfully be transmitted,
but it measures mostly the runtime of the handshake itself. On the reference system,
sending one packet over the tunnel takes less than 0.25 ms.

Criterion.rs

Criterion.rs [18] is the Rust crate that was used for running the benchmarks and
doing the basic statistical evaluation. Criterion takes a number of samples s and
a measurement timespan m as inputs for running a benchmark. It then runs the
benchmark a few times for warm-up, to have data already loaded into caches if
applicable. Following this, the actual measurement part begins. During this phase,
Criterion performs s samples S1, . . . , Ss. For each sample Sx it runs x · i iterations,
where i is the minimum integer for which all samples can run in a total time of about
m. Also, i is at least 1, even if the total benchmark runtime then is way more than m.
In this way, sample size can override the measurement time.

Unless otherwise specified, all following benchmarks were run on the reference system
above, with sample size set to 100, and the measurement time set to at least one
minute.

Results

In the following, results of the runtime benchmarks will be presented. These use a
selection of the most interesting cryptographic primitives, based on the results from
the Message Sizes section and results from the benchmark in liboqs (Appendix A).
SABER and NewHope primitives have been removed from the selection because both
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have slower computation and are no better in message sizes than Kyber. For the same
reason the NIST level I variant of NTRU is not part of the selection.

L0 Time [ms] 1.245

Primitive L1 Time [ms] L2 Time [ms] L3 Time [ms]

Kyber-512 (I) 1.646 1.742 1.986
SIDHp434 (I) 66.20 113.1 160.6

Kyber-768 (III) 1.859 2.066 2.459
NTRU2048 (III) 18.77 18.96 20.09
Kyber-1024 (V) 2.123 2.387 3.010
NTRU4096 (V) 26.33 27.47 28.86

Table 5.5.: Average runtime of each handshake with different NIST primitives. Mea-
suring the handshake and sending a single packet over the tunnel.

The runtime for any combination of the PQ handshakes with the NIST primitives is
shown in Table 5.5. It can be seen that the Kyber family of primitives is the fastest by
a big margin. SIDHp434 is so slow, that the slower variants which would achieve NIST
levels III and V have not been considered.

5.3. Use Cases

Home VPN Server (L1)

In this scenario, identity hiding is not as important as the data going through the
tunnel. An example for this would be a VPN setup where there is no identity hiding
anyways. For example, if you have a RaspberryPi set up at home that you alone use
as a VPN server. To which you connect when you are on the go, to be less vulnerable
through unprotected Wi-Fi networks.

Kyber-768 seems almost perfect for the L1 handshake, as it is almost as fast as WG
(see Figure 5.1), and also fits into one datagram per message.

If one wants to achieve NIST level V instead, choice of cryptographic primitives is
not as easy. As we have seen in Table 5.2, we have a choice between SIDH and NTRU,
to keep everything in one datagram per message. Then again, NTRU is much faster
than SIDH, see Table 5.5. Kyber-1024 needs three additional datagrams. This might
seem daunting, but computationally it is way faster than NTRU. The trade-off may
be worth it in some cases, for example if the connection is known to be reliable.
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6. Conclusion

6.1. Summary
This work has shown that it is indeed already feasible to implement basic PQ security
measures, especially in a setting where key exchanges do not happen too frequently.
VPN software is therefore a perfect starting point, whereas TLS with ephemeral PQ
keys may be a long time in coming.

At the moment, the cost in performance is still high though. Reasonably, application
developers might therefore want to give users the choice to enable or disable PQ
cryptography. Depending on the use case, the threat model may not even include
attacks that far into the future. Transmitted data can lose its value fast enough that
PQ security is not of concern.
Furthermore, for almost any use case, it is probably too expensive to implement

security against active quantum adversaries. The threat is just not there yet, and the
additional cost is significant.

6.2. Future Work
Results from this work can be used as a basis for estimating the cost of including PQ
measures into key exchanges. From this point one can decide, for a specific use case,
whether the gain in security against possible future attacks is worth the additional cost
in computation and transmission times today.
What is still missing is a formal proof for the proposed PQ handshake protocols.

This could probably be done by building upon the work of Donenfeld and Millner [16].
The Tamarin model could be extended, analogous to the way the code was extended
to implement the protocols.

Regarding implementation, the proof of concept given definitely has to be regarded
as such. It has to be cleaned up, optimized for performance, and undergo security
review, before it can be considered production-ready. Also, datagram splitting on the
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application layer and one of the methods for preventing memory exhaustion attacks
still have to be implemented.

Furthermore, research in the applications of post-quantum cryptography needs to be
continued. Especially efforts at cryptanalysis of all the currently proposed cryptographic
primitives are necessary. Only this way can the confidence in these methods increase.

Lastly, research into finding another mathematical foundation for PQ cryptographic
primitives may be warranted. Code-based methods have the disadvantage of very
large public keys, whereas supersingular isogeny methods are very slow to compute.
Currently, only the lattice based methods seem to offer a good middle ground. If the
shortest vector problem proofs to be not as hard as now assumed, we may be in big
trouble if we have no reasonable alternatives.
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A. liboqs Benchmark

The following are results from running the benchmark code in the liboqs project on
the reference system mentioned in the Results chapter. It compares all the Kyber,
NewHope, NTRU, and SABER primitives. The table has been edited to only contain
the most relevant columns.

Operation | Iterations | Time (us): mean | pop. stdev
-----------------------| ----------:| ---------------:| ----------:
Kyber512-90s | | |
keygen | 83297 | 36.016 | 1.256
encaps | 66960 | 44.803 | 1.484
decaps | 55860 | 53.706 | 1.664
Kyber768-90s | | |
keygen | 48125 | 62.338 | 1.732
encaps | 40487 | 74.099 | 1.878
decaps | 34578 | 86.761 | 1.951
Kyber1024-90s | | |
keygen | 31879 | 94.107 | 2.238
encaps | 27874 | 107.630 | 2.466
decaps | 24274 | 123.593 | 2.606
NewHope-512-CCA | | |
keygen | 59839 | 50.135 | 1.411
encaps | 41474 | 72.336 | 1.601
decaps | 37665 | 79.651 | 1.929
NewHope-1024-CCA | | |
keygen | 30112 | 99.631 | 10.367
encaps | 20542 | 146.049 | 2.969
decaps | 18554 | 161.697 | 3.028
NTRU-HPS-2048-509 | | |
keygen | 337 | 8915.852 | 42.533
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encaps | 17425 | 172.175 | 3.167
decaps | 6907 | 434.377 | 6.614
NTRU-HPS-2048-677 | | |
keygen | 191 | 15733.529 | 36.640
encaps | 10373 | 289.233 | 4.867
decaps | 3989 | 752.110 | 9.586
NTRU-HPS-4096-821 | | |
keygen | 131 | 23048.802 | 55.053
encaps | 7269 | 412.725 | 6.486
decaps | 2733 | 1097.829 | 13.797
NTRU-HRSS-701 | | |
keygen | 179 | 16800.654 | 42.811
encaps | 10629 | 282.271 | 4.431
decaps | 3700 | 810.994 | 10.958
LightSaber-KEM | | |
keygen | 46097 | 65.081 | 1.759
encaps | 33484 | 89.597 | 2.035
decaps | 26999 | 111.116 | 2.403
Saber-KEM | | |
keygen | 22565 | 132.954 | 2.432
encaps | 17658 | 169.902 | 3.119
decaps | 14750 | 203.391 | 3.760
FireSaber-KEM | | |
keygen | 13298 | 225.613 | 3.856
encaps | 10853 | 276.423 | 4.624
decaps | 9364 | 320.395 | 4.918
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