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Abstract

Flooding in Mobile Ad hoc Networks (MANET) is an important communication primitive. It serves as a building block for
higher layer protocols like content distribution, route discovery in routing protocols as well as used by services like Address
Resolution Protocol (ARP) and Dynamic Host Configuration Protocol (DHCP).

The nodes in real MANETS are not uniformly distributed. There are always dense and sparse parts in the network. For the dense
parts of the network the redundancy provided by naive flooding is to high leading the packet loss due to collisions, wasting radio
resources and thus need to be reduced. On the other hand, even in stationary networks without node mobility wireless links are lossy
due to external and internal interference, fading or weak signal. Thus the transmission of a packet can fail. Both characteristics
need to be considered when designing a flooding protocol.

The proposed flooding scheme operates using purely local information about the network topology and is therefore in contrast
to methods which rely on an overlay routing structures suitable for MANETS. It achieves a very high reliability while still being
efficient as follows. First, we repeat the transmission of the flooding message at the network layer as long as we find strongly
connected neighboring nodes which so far have not successfully received the flooding message. In each iteration the most promising
neighboring node is selected according to a novel metric. Second, to achieve a high reliability we use unicasting at the link-layer
for the transmission of flooding messages to the selected peer node. This allows us to compensate for dropped flooding messages
due to lossy links or MAC collisions and allows us to adapt the level of redundancy in order to improve reachability while keeping
the message overhead low. As long as the selected peer does not successfully acknowledge the packet reception or a passive
acknowledgment was overheard the MAC transmission is repeated. Third, to achieve an efficient solution we piggyback flooding
messages with the address of nodes we expect that they will receive the flooding message which is feasible due to the used link-layer
unicasting. The proposed peer selection metric is of low complexity and thus can be computed on a per packet basis.

The proposed flooding scheme can be implemented on top of existing IEEE 802.11 or 802.15.4 PHY/MAC stacks without any
modifications.

Results from extensive network simulation show that the proposed scheme is able to achieve a reachability of close to one
even in very challenging networks where all other known methods fail. Moreover, our proposed scheme is able to achieve a high
reachability in a very efficient way with low delay, e.g. in challenging networks the best known solutions requires up to four times
more MAC transmissions to achieve the same level of reachability.
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1. Introduction content distribution, route discovery in routing protocols like
Mobile ad h s (MANETS) h ved b DSR [4] and AODV [5] as well as services like Address Reso-
obile ad hoc networks (MANETS) have received much at- lution Protocol (ARP) and Dynamic Host Configuration Proto-

tention in recent years in industry as well as academia [1, 2, 3]. col (DHCP) which are used for lookup the MAC and TP address
A MANET is a multi-hop wireless mesh network without any respectively

fixed infrastructure, in which nodes can be mobile. MANETS Flooding is a mechanism by which a message originated

are 1aneas1ng;1y 1Ir3np orta.nt begguss: ad h(;f erékiss cc;nmym- at a node should be transmitted possibly via multi-hop to any
cation is rapidly becoming ubiquitous. Fotential applications other node in the network. This is a fundamental difference to

range from specific applications like disaster response applica- broadcasting where the message is is intended to just the nodes

tlonls:lto ‘(;?hlc,lﬂ?\r/ICAO;In;rumcan?n' L . in the direct wireless communication range of the broadcasting
ooding m $ IS an Important communication prim- - 40 - general the flooding tries to cover all nodes in the

tive dl;e e absenf (')lilfmy f;i(edkc?mrrﬁynﬁcatlon mfra}““ﬁ:’ network or a subset of nodes in a geographical area.
ture. It serves as a building block for higher protocols fike The simplest form of flooding is the naive flooding. Here

a node which receives a flooding message for the first time re-
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liable, i.e. most of the network nodes are covered, as long as
the MANET is highly meshed, i.e. between two pairs of nodes
there are multiple non-overlapping paths in the network. How-
ever, in a dense network, i.e. the nodes have plenty of neigh-
bors, the level of redundancy offered by the naive flooding is
too high, i.e. redundant transmissions to nodes which already
received the flooding message, thus wasting the scarce spec-
trum. In contrast, in a sparse lossy network where the nodes
have only a few weak neighbors, the naive flooding scheme
performs worse in terms of reachability because the level of
redundancy is not sufficient high.

To summarize, the goal is to have a reliable and efficient
flooding scheme which is able to adapt its level of redundancy
to the different sparse and dense parts of the network.

Contributions: The contributions in this paper are as follows.

First, we present a general framework for flooding which
can be used to implement various flooding schemes known from
the literature.

Second, we propose a flooding scheme which achieves a
very high reliability while still being efficient. Our approach
achieves this as follows. First, we repeat the transmission of
the flooding message at the network layer as long as we find
strongly connected neighboring nodes which so far have not
successfully received the flooding message. In each iteration
the most promising neighboring node is selected according to a
novel metric. Second, to achieve a high reliability we use uni-
casting at the link-layer for the transmission of flooding mes-
sages to the selected peer node. This allows us to compensate
for dropped flooding messages due to lossy links or MAC colli-
sions and allows us to adapt the level of redundancy in order to
improve reachability while keeping the message overhead low.
As long as the selected peer does not successfully acknowledge
the packet reception or a passive acknowledgment was over-
heard the MAC transmission is repeated. Third, to achieve an
efficient solution we piggyback flooding messages with nodes
we expect that they receive the flooding message which is fea-
sible due to the used link-layer unicasting. The proposed peer
selection metric is of low complexity and thus can be computed
on a per packet basis. Finally, our proposed flooding scheme
can be implemented on top of existing IEEE 802.11 or 802.15.4
PHY/MAC stacks without any modifications.

Third, we present results from an indepth evaluation by
means of network simulations where we compare our approach
with other state-of-the-art flooding schemes. Our results show
that the proposed flooding scheme based on reunicasting flood-
ing messages achieves a reachability of close to one where other
known approaches fail. Moreover, our method has the lowest
message overhead.

Outline: The remainder of the paper is structured as follows.
In Section 2 we summarize the most important works from the
literature aiming to optimize the flooding operation. Section 3
characterizes real world wireless networks using the example of
Humboldt Wireless Lab research testbed [6]. In Section 4 per-
formance metrics are introduced allowing us to compare differ-
ent flooding schemes with each other. The problem statement is
given in Section 5. Thereafter, in Section 6 we present a general

framework for flooding. Based on this framework we propose
a reliable and efficient flooding scheme in Section 7. Section 8
discusses the proposed approach and compares it against other
similar methods known from literature. In Section 9 we evalu-
ate and compare our approach with state-of-the-art approaches
from literature by means of network simulations. Finally, Sec-
tion 10 concludes the paper and gives a short outlook.

2. Related Work

In the following we summarize the most important works
from the literature which aim to optimize the flooding opera-
tion. Flooding schemes can be categorized in approaches either
aiming to reduce or to increase the level of redundancy provided
by the naive flooding approach.

Reducing the redundancy: The broadcast storm problem is
known to be a serious problem of flooding [7]. It was shown
that flooding is vulnerable to packet collisions due to contention
even in networks with moderate density[8]. In moderate to
dense networks flooding causes lots of redundant (duplicate)
messages wasting network capacity and thus increasing net-
work contention and packet collisions. This is because every
node receives the message from all its neighbors in wireless
communication range and only a few messages are lost due to
collisions. Thus there is a need for flooding protocols which do
not cause the broadcast storm problem. The basic approach is
to reduce the number of redundant broadcast packets. However,
this can reduce the reachability, i.e. not all nodes will receive
the flooding message. Thus there is a tradeoff between redun-
dancy and reachability.

In the literature a large amount of approaches to reduce re-
dundant messages were proposed. The first class proposes the
use of routing overlay networks whereas the second class uses
algorithms to selectively drop messages. Routing overlay net-
works like multicast trees[9] or backbone networks[10] allow
an efficient broadcast of the flooding message, i.e. the mes-
sage is rebroadcasted only by a subset of nodes in the network.
The main drawback of such approaches is that because of the
frequently changes in the underlying routing structure due to
mobility the overlay routing structure need to be updated very
frequently resulting in high maintenance costs or reduced relia-
bility thus making it unsuitable for MANETSs. The second class
of approaches is based on the idea to use only local information
for the decision whether a message need to be rebroadcasted
or dropped. In probabilistic flooding [11] approaches the mes-
sage is rebroadcasted with a certain probability which can be
fixed or can depend on the local network topology. In counter-
based flooding the message is only rebroadcasted if the number
of overheard flooding messages is smaller than a given thresh-
old. With multi-point relaying (MPR [12]) the redundancy is
reduced by restricting the rebroadcasting of a flooding mes-
sage to nodes being selected as MPR nodes. Moreover, Lipman
et al. [13] proposed a localized minimum spanning tree based
flooding.

The challenge faced by all approaches is not to create the
problem of poorly connected nodes where the flooding mes-



sage can fail due to insufficient redundancy, i.e. the message is
rebroadcasted by too few neighbors.

Increasing the redundancy: Flooding has also been shown
to be susceptible in sparse networks where nodes have only a
small number of neighbors which are often connected by links
with high packet losses due to weak signal and external inter-
ference. Sometimes there exists only a single path connecting
two parts of the network. Here flooding would fail to reach
the poorly connected nodes. Hence, the objective is to increase
redundancy in order to make sure that also poorly connected
nodes will receive the flooded message. Possible strategies to
achieve this are: i) rebroadcasting the flooding message multi-
ple times, ii) repetition of the whole flooding, i.e. the ultimate
source of the flooding repeats the flooding multiple times, iii)
using other link-layer mechanisms than broadcasting, i.e. uni-
casting, multicasting [14, 15, 16] or anycasting which gives a
direct feedback on the success of the packet transmission. The
challenge faced by approaches of the third category are to find
a feasible neighbor abstraction as well as the neighbor selection
algorithm. Both aspects will be discussed in Section 8 in detail.

3. Properties of Real World Networks

The Humboldt Wireless Lab (HWL) is a stationary wireless
mesh network (WMN) at the campus of the Humboldt Univer-
sity, Germany [6]. It consists of about 100 mesh nodes based
on IEEE 802.11a/b/g which are deployed indoors as well as
outdoors. For the experiment we selected a subset of 40 nodes.
Fig. 1 shows two important characteristics of HWL namely the
distribution of the link qualities, measured as Packet Delivery
Rate (PDR), as well as node degree, i.e. number of neigh-
bors. The following neighbor abstraction was use. Every pair of
nodes having a link with a PDR of at least 50% are neighbors.

The following observations can be made. First, links with
intermediate PDR are common. This is due to external (WiFi
and non-WiFi devices) and internal (e.g. collisions due to hid-
den node) interference [17]. Even at the most robust modulation
coding scheme, here 1 Mbps in 802.11b, the majority of links
is lossy. Second, the network is heterogeneous with respect to
the node degree, i.e. there are dense parts in the network where
nodes have lots of neighbors and sparse parts where nodes have
only a few number of neighbors.

Despite the fact that the HWL is a stationary network this
is a challenging environment for a flooding protocol. Note, that
in MANET:s the situation is more severe due to the increased
channel variation because of mobility of the nodes.

The challenge faced by a flooding protocol is to adapt its
level of redundancy to the different sparse and dense parts of
the network.

4. Performance Metrics

To be able to compare the different flooding approaches
with each other the following performance metrics are used:

1.) Reliability which is the percentage of network nodes re-
ceiving the flooding message.
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Figure 1: Link quality & node degree measured in HWL testbed (802.11b,
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Figure 2: Illustration of a network having dense and sparse parts.

2.) Efficiency which is measured as the total number of flood-
ing frame transmissions in the network divided by the
number of nodes which successfully received the flood-
ing message.

3.) Latency measured as the duration from the point in time
the flooding operation was started to the point in time the
flooding message was received by the last node. Nodes
which do not receive the message are omitted.

Obviously there is a tradeoff between reliability and effi-
ciency. The higher the reliability the lower the efficiency, i.e.
in general it requires more effort in terms of frame transmis-
sions to cover the hard to be reach nodes in the network. Since
the latency is only calculated from the nodes which receive the
flooding message, again we have a tradeoff between reliabil-
ity and latency. The latency is small as long as only the easily
accessible nodes are reached.

The required reliability, latency and efficiency are applica-
tion depend. If we target to use flooding for the route discovery
in routing protocols we have to distinguish between reactive and
proactive routing protocols. For the former one a very high re-
liability is very important because a single flooding is used for
route discovery and any failed route discovery creates a high
latency on the application layer. Moreover, even if a route was
discovered it is likely that it is only suboptimal in terms of the
routing metric decreasing the performance of the corresponding
network flow. With proactive protocols the situation is differ-
ent. Here the route discovery is performed regularly so that a
single failed flooding is not a problem. However, the flooding
must be efficient because otherwise network capacity is wasted



due to the periodic floodings initiated by every node in the net-
work. Finally, a very reliable flooding is required when using
higher layer services like Address Resolution Protocol (ARP)
and Dynamic Host Configuration Protocol (DHCP) or when
using flooding for content distribution, e.g. distribution of a
binary router image.

5. Problem Statement

The objective of this paper is to improve the flooding oper-
ation in MANETS in terms of reliability, efficiency and latency
where overlay-based approaches fail due to mobility. Since
there is a tradeoff between these three metrics a framework for
flooding is proposed allowing to shift the optimization in one of
these three directions.

In particular we aim to achieve a reliable flooding scheme.
Here we focus on networks with inhomogeneous node densities
where a flooding scheme needs to adapt the provided redun-
dancy depending on whether it operates in sparse or dense parts
of the network. This cannot be achieved by approaches like
gossiping, probabilistic flooding as well as MPR approaches
because they just tackle the inefficiency by reducing the amount
of redundancy and thus are unable to provide sufficient redun-
dancy in the sparse parts of the network to improve the reliabil-
ity.

Moreover, the objective is on a practical flooding scheme
which can be implemented on top of existing physical and MAC
layer protocols like IEEE 802.11 or 802.15.4 without any mod-
ifications.

6. General Flooding Framework

A plenty of approaches were proposed in the literature to
optimize the flooding operation. In this section we propose a
general framework for flooding which can be used to implement
the variety of approaches. The proposed framework consists
of three components (Fig. 3): i) network layer, ii) link layer
and iii) knowledge base. Each component can be configured
independently.

6.1. Network Layer

The network layer for flooding consists of four main blocks:
i) forwarding decision, ii) repetitive transmission, iii) a buffer
queue and iv) a piggybacking component (Fig. 3).

The forwarding decision can be based on different policies
like deterministic, probabilistic, counter-based or multi-point
relaying (MPR [12]). The naive flooding is an example for de-
terministic forwarding. Note, that some approaches like MPR
restrict the forwarding of the flooding message to a set of nodes
(e.g. the MPR set in [12]).

The repetitive transmission block is responsible for repet-
itive sending a flooding message on the network layer which
can be either zero (corresponds to naive flooding) or a higher
number. For repetitions larger than zero a timeout counter is
set to schedule the repetitive transmission. Note, that using the
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Figure 3: General flooding framework.

information from the knowledge base (see Sec. 6.3) a sched-
uled transmission can always be canceled. This depends on
the used flooding decision, e.g. in the MPR approach a sched-
uled transmission is canceled if we already know that all of our
neighboring MPRs were able to receive the flooding message.

The buffer queue is used to handover the flooding packets
to the link layer. Different dequeueing strategies can be applied
here.

Finally, to avoid redundant packet transmissions informa-
tion from the knowledge base about which node already re-
ceived the flooding message need to be propagated in the lo-
cal neighborhood. This is the objective of the piggybacking
block which attaches such information to a flooding packet. So
any neighboring node can learn about successful reception of
the flooding message by overhearing the flooding messages and
reading the piggybacking information.

Note, that at any step the forwarding of a received flooding
message can be canceled based on information from the knowl-
edge base.

6.2. Link Layer

The link layer for flooding consists of four main blocks: i)
MAC operation, ii) piggybacking component, iii) bitrate con-
trol and iv) transmit power control (Fig. 3).

Four different options are available for the MAC operation
in order to transmit the flooding message: i) broadcasting, ii)
unicasting, iii) multicasting and iv) anycasting.



Most flooding approaches use broadcasting. Some propose
to use multicasting in order to make sure that the flooding rea-
ches all neighbors [14, 15, 16]. Here a packet is transmitted
to more than one receiver. On successful reception every re-
ceiver acknowledge the transmission by sending an ACK packet
which can be send using a slotted acknowledgment scheme [18,
19]. The transmission is repeated until the flooding message is
acknowledged by all multicast peers or the maximum number
of retries was reached. However, we believe that also link layer
operations like unicasting or anycasting can be used. In uni-
casting the node has to select a neighboring node as peer node
for transmission. The transmission is repeated until the flood-
ing message is correctly received by this peer or the maximum
number of retries was reached. In anycasting the node selects
a set of neighboring nodes for transmission similar to multi-
casting with the difference that it sufficient when at least one
candidate node was able to successfully receive the packet.

Note, that approaches which rely on unicasting, multicast-
ing or anycasting need to provide an algorithm for the selection
of the peer node(s).

The piggybacking component attaches information about
the set of nodes which are expected to receive the flooding mes-
sage. When using unicasting as MAC operation one might add
the link layer destination of the packet. Note, that this is a spec-
ulative approach because also a unicast transmission can fail.

The last two components are bitrate (modulation & coding
scheme) and transmit power control. In dense parts of the net-
work with strong links it might be favorable to use a higher
bitrate or lower transmit power.

Within the link layer an enqueued flooding message can be
canceled based on information from the knowledge base. Thus
it is possible than an ongoing unicast transmission is canceled
before being acknowledged or reaching the maximum number
of retries.

6.3. Knowledge Base

The objective of the knowledge base is to hold information
about the local neighborhood of a node. First, it contains infor-
mation about link qualities to and between neighboring nodes.
Second, it keeps statistics about which flooding message was
received by which neighbor based on overhearing flooding mes-
sages. The former is obtained using link probing with a packet
size which corresponds to that of the flooding message. The lat-
ter is determined using the algorithm given in Listing 1. From
an overheard flooding message we can get the unique flood-
ing ID (ultimate source of the flooding message and a sequence
number) which is used to lookup the corresponding knowledge
base. We can add both the ultimate source of the flooding as
well as the source address of the last hop to the knowledge base.

7. Proposed Flooding Solution

In this section we propose our flooding scheme which is
based on the general framework for flooding given in the previ-
ous section. Our approach is based on three components. First,
we repeat the transmission of the flooding message at the net-
work layer as long as we find strongly connected neighboring

Algorithm 1 Knowledge base is updated on overhearing a
flooding packet p.

1: procedure UPDATEKNOWLEDGEBASE(p)
2: fI_ID < pf-IP > get the flooding ID from the packet.
3: VAID  getKB(flLID) > get knowledge base for

flooding with ID fiId

4 VAID o y/AID | pfloodingsre 1, aqd ultimate source of
the flooding

5. VD o yAID  psreaddr s Jayer-2 source of this
packet already received the flooding message

6: YD yAID v > add the piggybacked
information

7. end procedure

nodes which so far have not successfully received the flood-
ing message. In each iteration the most promising neighbor-
ing node is selected according to a novel metric. Second, to
achieve a high reliability we use unicasting at the link-layer for
the transmission of flooding messages to the selected peer node.
Third, to achieve an efficient solution we piggyback flooding
messages with the address of nodes we expect that they receive
the flooding message which is feasible due to the used link-
layer unicasting.

7.1. Network Layer

Neighbor abstraction. The following neighbor abstraction
model is used. The one-hop neighbors of node x are computed
as follows (Listing 2). First, any node having a link to x with a
PDR of greater than zero is a potential one-hop neighbor (line
3). Second, we remove from this set those nodes which can
be reached via multi-hop at lower cost, i.e. the shortest path
using multiplicative PDR as path metric (Alg. 3) has two or
more hops. Note, that the shortest path is calculated using the
subgraph representing the two-hop neighborhood of x only.

Example: With the illustrative example given in Fig. 4 the value
of strong nb(z) is calculated. Here the edges represent the
PDR of a link. For simplification here all links are used to be
bi-directional. For each neighbor node of = the algorithm cal-
culates in the first step the shortest path using only nodes from
the set NV*. As path metric the multiplicative PDR is used, i.e.
the PDR of a path is the product of the link PDRs. In our ex-
ample this calculated value is depicted in the upper right corner
of each neighboring node. In the second step all neighboring
nodes having a path metric of more than the link PDR towards
x are removed from the set of one-hop neighborhood.

Forwarding decision. The forwarding decision on the net-
work layer is deterministic. The basic idea is to repeat the
transmission of the flooding message at the network layer as
long as we find strongly connected neighboring nodes which
so far have not successfully received the flooding message (see
strong nb(z).

The detailed algorithm looks as follows. At first we calcu-
late the set of strongly connected one-hop neighbors using our



neighbor abstraction model:
C ={c]|c € strongnb(x) Ac ¢ V,} (1)

where V,, represents the nodes who already received the flood-
ing message which are calculated using the information from
the knowledge base.

Thereafter, we keep from C' only those neighboring nodes cov-
ering a non empty set of nodes not covered by any other neigh-
boring node including x:

C" ={c|ce C A (nb(c)\(nb(nb(z)\{c}) Unb(z))) # @(}2)

here nb(x) represents any neighbor of x (Listing 4).
Finally, we keep C' if it is not empty otherwise we take C":

C', otherwise

The transmission of the flooding message at the network layer is
repeated as long as C' is not empty and the maximum number
of net layer transmissions (RxgT) is not reached.

The very first transmission is scheduled immediately. The
subsequent transmissions are performed using a uniform ran-
dom backoff in some interval Ipp, e.g. [0, 25 ms], after the
completion of the link layer operation of the previous transmis-
sion (using TX feedback packets).

Piggybacking. At the networking layer the piggybacking
information attached to a flooding packet contains just the in-
formation about the nodes in the local neighborhood which we
know that they already received the flooding message.

7.2. Link Layer

In contrast to other approaches which are using broadcast-
ing at the link layer to forward a flooding message we are ex-
ploiting the benefits of unicasting. The basic idea is not to re-
broadcast but to reunicast a flooding message towards a care-
fully selected neighboring peer node. By having a explicit link-
layer acknowledgment we are able to deal with the problem of
poorly connected nodes (weak signal or interference) where the
flooding message can fail due to insufficient redundancy. Fur-
thermore, in contrast to broadcasting we have an efficient way
to deal with collisions due to the exponential backoff scheme
used for unicasting which is an important mechanism in satu-
rated networks.

MAC operation. Our approach is to use unicasting for the
transmission of flooding message. Therefore, we formalize the
objective of selecting a unicast peer for the transmission of a
flooding message in the following way:

Instance: Node x which received the flooding message.

Objective: Find a unicast peer node ¢ from C" which ether
covers the maximum number of nodes not covered by any other
neighboring node including node = normalized by the size of

the common neighborhood of ¢ and z, ¢ € C'. If C" = C
select a random unicast peer from C'.

This optimization problem can be formulated as follows:
¢ = arg max {mf|c € C’H} 4
c

where the set C is calculated as in eq. 3 and subject to the
metric m which is calculated as:

x . [nb(c)\(ub(ub(z)\{c}) Unb(z))|

c |(nb(nb(c)) U Ilb(C)) M nb(gj)| (5)

Complexity: The optimal solution for this peer selection has a
quadratic complexity in the number of two-hop neighbors M,
ie. O(M?).

Example: Our metric can be best explained using the example
given in Fig. 2. Here we assume that none of the nodes re-
ceived the flooding packet. Let us assume that node z has to
estimate the candidate with the highest metric. In the example
z has two neighbors y and v. The calculated metrics would be

mz = Hees bl — 9 5 and m2 = ‘I{zu;};' = 0.5 respectively.

Y Hy,v}]
Hence, node z would choose node y as unicasting peer.

Piggybacking. The piggybacking information attached to
a flooding packet contains additional information about the set
of local neighbors which are expected to receive the flooding
message:

”“' c,  otherwise

. {C", ifC" £ 0

Note, we add just the next hop unicast peer, ¢, to the piggyback-
ing list, if C" is empty.

Algorithm 2 Select strongly connected one-hop neighbors.

1: procedure STRONG_NB(X)

2 N* <= nb(nb(z)) Unb(z) > two-hop nbs incl. x

3 C < nb(x) > candidate set

4 for all ¢ € nb(x) do > ..

5 if PDR(z, ¢) < shortest_path(z,c, N*) then >
shortest path from z to ¢ with PDR as multiplicative path
metric in subgraph V(cl,¢2) € E : ¢l,¢2 € N*

6: C + C\{c} > remove c¢ from candidate set
7: end if

8: end for

9: return C

10: end procedure

7.3. Knowledge Base

We piggyback flooding messages with information about
nodes we know that they already received the flooding mes-
sage (p” ). Moreover, we can also add the layer-2 destination
address of a flooding packet (p9st-249r) to the knowledge base



Algorithm 3 Link metric from z to y as seen from z where V'
is set of nodes which already received the packet.

procedure LINK_METRIC(X,Y,z,V)
if (x == 2) and (y € V) then
return 1.0 > if  equals z or y has already received
end if
return PDR(z, y)
end procedure

> Use PDR as metric.

AN S

Algorithm 4 All direct neighbors of = with sufficient good link
quality. N

1: procedure NB(X)

2: N* < (n|n € N A(x,n) € EAPDR(z,n) > 0)
3: return N*

4. end procedure

if we immediately (after Tsrrs) receive an corresponding ac-
knowledgment packet afterwards. Thus the updateKnowledge-
base() function for the knowledge base need to be extended.
Here we process not only the flooding unicast packets but also
the layer-2 acknowledgment packets.

Moreover, the knowledge base is an active component in
our solution. Every time the set of nodes which already re-
ceived the flooding message (V) changes, the corresponding
flooding message scheduled for transmission is discarded, the
number of net layer transmissions is decremented by one and a
TX feedback packet (status abort) is created which is afterwards
consumed by the networking layer resulting in a repetition of
the flooding message by recalculating C "

Algorithm 5 Knowledge base is updated on overhearing a
flooding packet p.

1: procedure UPDATEKNOWLEDGEBASE(p)

2. flID < pf-T® 1 get the flooding ID from the packet.

3 VEID o o0etKB(AID) > get knowledge base for
flooding with ID flId

4 VAID  y/AID | pfloodingsre 1y, 4 qd ultimate source of
the flooding

s: VRID o yAID psrecaddry gource of this packet

already received the flooding message
6: if isUnicastData(p) & rxCorrespondingAck() then
: VAID  YAID  pdstaddr s qt of flooding packet
can be added if we overhear the corresponding ack packet,
i.e. dst address if ack equals p**¢-*49" and gap between p
and ack equals Tgyps.
: end if
9: YD yAID VT >
add piggy-backed information about nodes which received
the flooding message
10: end procedure

=0
0.5

0.5

0.7 0.6 0.7 0.9 0.7
oo (e

Figure 4: Example network where the vertices represent the PDR of the link
between the two nodes.

7.4. Known Limitations

The proposed flooding scheme has limitations. First, only a
fixed bitrate on the physical layer is used, i.e. the most robust
modulation and coding. Second, we keep the transmit power
fixed to the maximum power.

8. Discussion

In this section we discuss our proposed approach and com-
pare it against other similar methods from literature.

8.1. Trading Reachability against Efficiency

As mentioned in section 4 there is a tradeoff between reach-
ability and efficiency. In general to cover all nodes in the net-
work, i.e. including those hard to reach, you have to pay a lot
in terms of number of frame transmissions. Therefore, our pro-
posed method provides two configurable parameters Rygr and
Ryiac which allows us to limit the maximum number of repet-
itive transmissions on the network and the MAC layer respec-
tively. For applications which require a very high reachability
(e.g. content distribution or ARP and DHCP) both values have
to be set to a large value, e.g. 3 and 6. A higher efficiency at
the cost of reachability can be achieved by using smaller values,
e.g. 1 and 2.

8.2. Neighbor Abstraction

There is a need for a metric which allows us to decide whether

a node is a neighbor of another node or not. Most approaches
propose to use metrics like ETX/ETT and check whether the
estimated value is above some threshold. However, the selec-
tion of the threshold is arbitrarily. Other approaches propose to
use the geographical distance [20] which is however not a good
idea in highly shadowed and/or faded environments. In con-
trast, in our approach we have a clear neighbor abstraction. A
node is a neighbor of another node if the shortest path between
both nodes using multiplicative PDR as path metric has a length
of one.



8.3. Comparison to MPR

In the MPR approach [21] a forwarding node decides on
the set of next hop forwarder, i.e. the so-called MPR set. The
flooding message itself is simply rebroadcasted. Hence there
is no link layer protection for packet loss and thus the flooding
message can fail. Afterwards, the flooding message is only al-
lowed to be rebroadcasted by the nodes from the MPR set. In
contrast, in our approach there is no pre-selection of forwarding
nodes. Every node has the same chance to forward the flood-
ing message. However, we make sure that important nodes in
our neighborhood, i.e. those from c’ having the highest met-
ric (eq. 5), will receive the flooding message first using reliable
link layer unicasting.

9. Performance Evaluation

The performance of the proposed flooding scheme is ana-
lyzed in this section by means of simulations. First, we describe
our methodology. Second, we present the flooding schemes un-
der study. Third, a performance evaluation of different flooding
schemes regarding performance metrics like reachability, effi-
ciency and latency (Sec. 4) is provided.

9.1. Methodology

The proposed solution was evaluated by mean of network
simulations. We have implemented different flooding schemes
using the Click router framework [22] and evaluated them in the
NS-2 network simulator [23]. The flooding operation started
100s after the node placement to make sure that PDR value
of any link in the link table stabilized. A random node was
selected as flooding source and a single packet with a size of
100 Bytes at application layer (132 Bytes at MAC layer) was
transmitted. At the end of the flooding we calculated the share
of nodes which receive the flooding message (reachability), the
duration of the flooding as well as the number of MAC trans-
missions. The experiment was repeated for 20 other random
flooding sources. Finally, the experiment was repeated for 25
different node placements.

The wireless path loss model was chosen so that a commu-
nication range of up to 65 m was possible without any packet
loss whereas at 80 m the packet loss was 90%. Moreover, a
block fading model was used, i.e. the fading was constant for
the duration of a single frame.The most important remaining
parameters are given in Table 1.

9.2. Flooding Schemes under Study

The proposed flooding scheme will be compared with the
naive flooding used as baseline as well as state-of-the-art flood-
ing schemes suitable for MANETS. Thus only approaches which
rely on local information about the topology are selected. Note,
that due to mobility approaches relying on overlay routing struc-
tures are inappropriate, i.e. the overlay structure needs to be
updated very frequently resulting in high maintenance costs or
reduced reliability. Hence the following flooding schemes are
evaluated:

Value

IEEE 802.11b

1 Mbps (fixed)

65 m (PDR=1), 80 m (PDR=0.1)

Parameter
PHY/MAC layer
Bitrate (MCS)
Communication range

Shadow fading o 2 dB
No. of nodes 100, 200
Packet size (applica- 100 Bytes

tion)

Node placement
No. of seeds
TX power

Random & multi box
20 x 25
24 dBm

Table 1: Simulation Parameters

1.) Naive flooding which represents the base line. Every re-
ceived flooding message is rebroadcasted exactly once.

2.) Flooding with repetitive rebroadcasting (rep. RBC)
where every received flooding message is rebroadcasted
multiple times. The number of repetitions r was varied
from O to 3.

3.) Probabilistic flooding (prop. RBC)[8] where a node re-
broadcasts a flooding message only with a given proba-
bility: a) 95% and b) 85%. The number of repetitions r
was varied from 1 to 4. Note, that there is just a single
Bernoulli trial which decides whether the flooding mes-
sage is discarded or rebroadcasted r times.

4.) Multi-point relaying (MPR) where a flooding message
is rebroadcasted only by nodes in the MPR set as cal-
culated by the previous hop [12]. We extended the ap-
proach by allowing the flooding message to be rebroad-
casted multiple times, i.e. the parameter r is the number
of repetitions.

5.) Flooding with repetitive reflooding (rep. RFL) where
the source of the flooding repeats the whole flooding mul-
tiple times [24], i.e. the parameter r is the number of rep-
etitions where r = 0 corresponds to the naive flooding.

6.) Proposed approach where the maximum number of re-
tries on the MAC layer and NET layer are configurable
parameters: Ryac = 0,2,4,6 and Rygr = 0 — 3. The
backoff interval Iz was set to [0, 25 ms].

9.3. Simulation Results

In this section we present results from the evaluation of
the performance of the proposed and other selected flooding
schemes. First, in Sec. 9.3.1, we study the performance in a
random network where even a simple flooding scheme is al-
ready able to achieve a high reachability. Here we are primary
interested in comparing the efficiencies, i.e. number of required
MAC transmissions per reached node, of the different flooding
schemes. Second, in Sec. 9.3.2, we focus on scenarios which
are challenging for naive flooding. Here several densely net-
work parts are connected by very sparse parts of the network
(i.e. bridges), making the naive flooding scheme performance
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Figure 6: Distribution of link qualities (PDR) and node degrees for the two
placements.

worse in terms of reachability because insufficient level of re-
dundancy.

9.3.1. Random Networks

Experiment. We consider a network where 100 nodes were
randomly placed as follows. We made sure that every placed
node had at least 1 neighbor with a PDR of at least 0.9. More-
over, the maximum number of neighbors was restricted to 15.

Results. Fig. 7a shows the boxplot for the reachability met-
ric where the diamond represents the mean value. As expected
the naive flooding performs worse, i.e. median of 94% and
mean of 86%. The reachability can be improved by using flood-
ing with repetitive rebroadcasting (rep. RBC). Here we can see
that we can almost reach every node in the network besides
some outliers. However, even with four repetitive rebroadcasts
there is a run where only 1% of the nodes, i.e. only the ultimate
source of the flooding, were reached. When using probabilistic
flooding (prop. RBC) we see that the reachability is decreased
when using a smaller value for the forwarding probability. But
in all cases the reachability is lower compared to repetitive re-
broadcasting. This is clear indication that self-interference, i.e.
collisions of the flooding packets, is not the cause for the low
reachability but rather the existence of weak or faded links. This
statement is reinforced by the fact that the reachability is sig-
nificantly increased when using repetitive rebroadcasting, i.e.
with three repetitions 99% and 97% respectively. It is also pos-
sible to achieve a high reachability when using flooding with
repetitive reflooding (rep. RFL). The classical MPR approach
(r = 0) performs worst, i.e. on average only 47% of the nodes
were covered. When using repetitive rebroadcasting (r > 0)
the reachability can only be slightly improved. Even with three

Figure 5: Placement simulating dense and sparse parts of the network.

repetitions on average only 87% of the nodes were covered. Our
proposed flooding scheme achieves the highest reachability in
the configuration Ryiac = 6, RngT = 3. Here there were only
four outliers out of 500 runs were the smallest had a value of
91%.

The downside of having a high reachability is a low effi-
ciency (Fig. 7b). To achieve a reachability of close to one the
best approach, i.e. our proposed scheme with Ryiac = 2,
RneT = 1, requires 2.3 times the number of MAC transmis-
sions compared to naive flooding. Thus the additional 130%
of MAC transmissions are required in order to reach the un-
covered 14% of the nodes in naive flooding. Moreover, some
approaches are able to achieve the same level of reachability at
a much lower cost. When targeting a reachability of close to
one the only feasible approaches are our proposed scheme with
Ryiac = 2, Rngr = 1, rep. RBC with » = 3 and rep. RFL
with r = 4. The efficiencies of the three approaches, however,
differ greatly. Our proposed scheme requires less than half the
number of MAC transmissions (50% and 47%) to achieve the
same level of reachability. The MPR approach is the most ef-
ficient one requiring only one third of MAC transmissions per
reached node compared to naive flooding.

Regarding the delay we see that approaches having a high
reachability have also an increased delay. Again, from the three
approaches having similar high reachability, i.e. our proposed
scheme with Ryiac = 2, Rngr = 1, rep. RBC with r = 3
and rep. RFL with » = 4, our approach has the lowest delay
which is on average smaller by 10% and 7% respectively. Most
importantly in our scheme the outliers are much smaller.

Summary. Our approach is the best when reachability is
the top goal. It achieves the same level of reachability at a much
lower cost and also lowest delay. The classical MPR approach
performs worst in terms of reachability.

9.3.2. Loosely Connected Networks

Experiment. We consider a network where the nodes where
placed according to the scheme give in Fig. 5. In total 200
nodes were distributed evenly on 5 bounding boxes, i.e. 40
nodes were placed randomly in each box. Neighboring boxes
were connected with a string of three nodes. The objective was
to simulate networks with dense parts which are loosely con-
nected, e.g. a wireless network spanning multiple buildings or
floors. The resulting distribution of link qualities (PDR) and
node degrees is given in Fig. 6. We see that the values are quite
similar to the random network in the previous section.

Results. Fig. 8a shows the boxplot for the reachability of
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Figure 7: Performance in random networks.

the different approaches. Here we can clearly see that the naive
flooding fails to achieve a reasonable reachability, i.e. in the
median only 20% of all nodes were reached. This corresponds
to just the nodes in the box where the flooding was initiated, i.e.
the naive flooding was unable to overcome just a single bridge
connecting two boxes. Only in some rare cases if was success-
ful. With repetitive rebroadcasting (rep. RBC) the reachability
can be improved to some degree. With four repetitions a mean
value of 95% was achieved, but lots of outliers remain. With
probabilistic flooding (prop. RBC) the reachability is very low,
29% and 26 respectively. Moreover, reducing the forwarding
probability further decreases the reachability. This scheme re-
duces the redundancy in situations where the already provided
redundancy is too low, i.e. the node at the bridges. Even with
four repetitions the reachability remains low; i.e. 83% and 69%
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respectively. Again, the results leads us to the conclusion that
weak links and not packet collisions are the cause for the low
reachability. The situation is also severe when using repetitive
reflooding (rep. RFL). Even with » = 4 on average only 58%
of the nodes were reached. Here we clearly see the disadvan-
tage of this scheme - any progress in terms of traversed bridges
is discarded when the flooding is repeated. Again, the classical
MPR approach performs worst, i.e. only 20% average reacha-
bility. Unfortunately the increase in the number of repetitions
does not lead to a high reachability, i.e. mean value of just
81% for r = 3. The proposed flooding scheme is able to reach
nearly all nodes (99.2% on average) when using configuration
Ryiac = 4, Rngr = 2 or higher.

Next, we take a look at the efficiency (Fig. 8b). The highest
achieved mean reachability among all methods excluding our



Y N e s e IR SO R S N N NI U O A1 LS AV A R S G W .
| 2 | | ‘ A ‘ | T ¥ 1 hd
+ ! ity | i ! T i ! ¥
0.8%\ ‘$E‘ 1= o \i‘ | £ £ + + + + 4+ 4+ + 4+
g T‘ i | Tt o I i I o4
= | 1 - 1 [ | | |
50.6“ ‘i$“ \‘H | | ‘H‘%%%+$+++++
= I | 1 | [l [ | [ |
S o4l Pk o L | [ ) R A + i
$ P IR T B A Pl
x o ey T H A ol
020y F o T T bk ki Py E 7
i1 +H\\l\\\\‘\\ i é\i\wl
1 1
O’ML\\\\W\L%\:\LL\\L\JL\T\\: 1 \:\LT\\\\\\\\\F
6\46\'& Y5 X Q90 N P2 090N VDY DN VYD X0 N (bd‘ Q\"I/Q\"J ,1>'\/q>’\/q>"3 b\\’b\q/ b{b@'\/élxb\“)
< rep. RBC prob. RBC (95% / 85%) rep. RFL MPR Proposed (MAC/NET retries)
(a) Reachability.
° L B e B S T T T T T T T T [ A N B B B B B [ — .
e | | | | | |
T | | | | | |
2 4 | I | | | B
g | | | %\ j | $\
° | | g\ T L @
= [
g 8¢ | E;z+\ b4 §\' T B\ o007 7
= =}
= [ [ T [ iy -
O 21l - | & | &+ % 41 | 4 —
g \ B ] CEFIQUET L NEEEDEN S RN ¥
2 | oI | %Jr B 1 RSN I e s S S S S NI S
> 14 pre ' + ‘iil*‘er EE O TR O + IR .
5 | B \Ui oy |88 f
£ | | \§ | \* fw
z ] e L K R Kt 0t s e o S By R T SRRl B LRl e
I?Q'\'\/ P2 X0 N U2 0NN VDYDYV D XQ N ’56\ Q\’1/0\"9 ,]>'&q>’1/,]>’5 b}\/b{lx b}")b\'&b\"v@’b
< rep. RBC prob. RBC (95% / 85%) rep. RFL MPR Proposed (MAC/NET retries)
(b) Efficiency.
T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T
1000 I | i ' | | .
| | | | | |
800/~ | | i | 3 i i
@ | | | | T |
+ |
%6007‘ | 3 ir T‘“ iliiiiiiil
= | | | | [ i
#: 2001 L ! $‘ ‘ :\ I Lol
a | ‘\ | D | R
\‘ \ | \‘
‘EJ E Q | |
0 J.J.\ LJEj : \E‘Q %\‘llllj‘.J‘.J‘.J‘A%%
T T

AQ"\’ v > D(\Q 2] \Q Ny v D \'& v > X0 N 9 ”JS\NQ\‘LQ\%rﬁN,ﬁW,ﬁ")&\/b{\/b}‘b@'\/b\%@%

rep. RBC prob. RBC (95% / 85%)

rep. RFL

MPR Proposed (MAC/NET retries)

(c) Delay.

Figure 8: Performance in loosely connected networks.

proposed scheme is just 95% which is achieved by repetitive
rebroadcasting with » = 4. However, this scheme requires 3.8
times more MAC transmissions to achieve the same level of
reachability compared to our method Ryac = 2, Rygr = 1.
This clearly indicates the advantage of the proposed scheme.
Finally, we see that with increasing values of Ryiac and Rngr
the efficiency does not increases but converges to some value.
So for networks with unknown topology we can recommend to
set both parameters on a high value.

Regarding the delay we again compare repetitive rebroad-
casting with » = 4 with our method Ryac = 2, Rngr = 1.
With our approach the mean delay is 13% lower. Furthermore,
the delay of the max outliers is much lower.

Summary. Our approach is the only method which is able
to achieve a reachability close to 1. All other approaches achieve
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a reachability of less than 95%. Our approach can covers 95%
of the nodes requiring 74% less MAC transmissions and having
the lowest delay compared to the best known flooding scheme.
Again, the classical MPR approach performs worst.

10. Conclusions & Future Work

Flooding is an important communication primitive used in
MANETS as well as wireless stationary mesh networks. It serves
as a building block for content distribution and higher proto-
cols like routing and services like ARP and DHCP. Therefore,
it must be reliable, i.e. the flooding message should be suc-
cessfully received by all nodes in the network, efficient, i.e. the
number of MAC transmissions should be low, and have a low
delay.



In this paper we proposed a novel flooding scheme which
exploits the possibilities provided by the link layer in order to
improve the flooding operation. By means of network simula-
tions we showed that the proposed scheme is able to achieve a
reachability of close to one even in very challenging networks
where all other known methods fail. Moreover, our proposed
scheme is able to achieve a high reachability in a very efficient
way, e.g. in challenging networks the best known solutions re-
quires up to four times more MAC transmissions to achieve
the same level of reachability. Finally, the proposed flooding
scheme has a low delay.

The proposed flooding scheme can be implemented on top
of existing standards like IEEE 802.11 or 802.15.4 without any
modifications to the MAC layer.

As future work as a further way to improve the efficiency we
consider to extend our flooding scheme with a variable bitrate
(modulation & coding scheme) and transmit power control.
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