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Abstract—In this paper we analyze the adverse effects of
Adjacent Channel Interference (ACI) on 802.11 with a focus
on new 802.11n standard. ACI is causing problems that are
related to the carrier sensing mechanism in 802.11. On the
one hand, the carrier sensing is sometimes too restrictive thus
preventing concurrent transmissions which leads to a variant of
the exposed terminal problem. On the other hand, the carrier
sensing is sometimes too optimistic thus causing packet collisions
which is a form of the hidden node problem. Both problems are
especially severe in multi-radio systems, where the radios are very
closely spaced. Such problems already investigated in 802.11a/b/g
still remain with 802.11n. Our results show that the number
of available orthogonal channels in IEEE 802.11n depends on
the spatial spacing between the radios, channel width (HT20 vs.
HT40), RF band (2.4 vs. 5 GHz) and traffic pattern. In a multi-
radio system the situation is worst, e.g. in the 2.4 GHz we were
not able to find more than 1 orthogonal channel. The adverse
effect of ACI can be reduced in two ways. First, by increasing the
spatial separation between the radios; a spacing of less than 1
meter already improves the situation significantly, e.g. 40 cm are
sufficient to get 2-3 orthogonal 20 MHz channels in the 2.4 GHz
band with reduced transmission power. Furthermore, a distance
of 90 cm is also sufficient so that a 40 and a 20 MHz channel can
be used simultaneously without any interference. However, in a
multi-radio system the spatial spacing between the radios cannot
be increased due to space limitations. The only option to overcome
ACI related problems is to reduce the transmit power making
power control essential. Finally, our analysis revealed that 802.11
is an inappropriate protocol for multi-channel MAC/routing
protocols based on multi-radio systems where an explicit MAC
layer link-scheduling is more promising.

Index Terms—Wireless Networks, IEEE 802.11n, Multi Chan-
nel, Multi Radio, Adjacent Channel Interference, Orthogonal
Channels, Measurements

I. I NTRODUCTION

Wireless networks based on standards like IEEE 802.11
are an important research topic in industry and academia.
To increase the network capacity lots of work was done on
multi-channel MAC and routing protocols that simultaneously
use the multiple channels available in IEEE 802.11 [1]. The
majority of multi-channel protocol designers assume the exis-
tence of several non-overlapping and therefore non-interfering
(orthogonal) channels, e.g. 3 for 802.11b/g and 12 for 802.11a,
when evaluating their protocols. While implementing real-
world prototypes of their multi-channel protocols, some au-
thors realized that Adjacent Channel Interference (ACI) be-
tween supposable non-overlapping channels causes serious
problems when used with 802.11. The impact from ACI was

much higher in multi-radio systems where network devices
are equipped with multiple 802.11 radios, since the spacing
between antennas of different radios is small due to space
constraints.

In contrast to strictly using only non-overlapping channels it
is also possible to further increase the available network capac-
ity by simultaneously using overlapping channels. However,
this requires a careful planning of channel assignment taking
into account aspects like spatial spacing between radios, used
PHY modulation and RF band as well as traffic pattern [2].
Otherwise problems like the hidden and exposed terminal
problem would significantly increase due to ACI and waste
a large amount of the available radio resources (ref. to III-C).
Thus there is a tradeoff between spectral efficiency and impact
from ACI related problems as depicted in Fig. 1.

The majority of multi-channel protocol research is based
on the outdated 802.11a/b/g standard. However, the updated
802.11n standard [3] offers lots of improvements like the
use of wider channels (channel bonding) and the use of less
guard carriers which have an effect on channel orthogonality.
Moreover, the signal filtering was improved, i.e. less energy is
bleeding over to adjacent channels. Finally, earlier studies have
shown that some hardware and software solutions based on
the legacy 802.11a/b/g standard showed incorrect behavior[2].
Therefore, it is necessary to examine the influence of ACI in
802.11n again using state-of-the-art hardware and software.
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Fig. 1. Trade-off, which occurs with simultaneous use of multiple channels
when using a Carrier Sense Multiple Access (CSMA) protocol (e.g. 802.11).

The main contributions of this paper are as follows. First, we
describe the adverse effects of Adjacent Channel Interference
(ACI) on 802.11 like the increased probability for hidden and



exposed terminal problems. Second, we give a brief overview
of the radio spectrum usage in 802.11 with the focus on
802.11n. Third, we present experimental results showing the
impact of ACI on 802.11n and compare them with results
for 802.11b/g. In contrast to other studies we take a holistic
view on the impact of ACI. Thus we are able to separate
the impact of ACI on the individual components of 802.11 -
Clear Channel Assessment (CCA) at the transmitter and error
correction at the receiver. Fourth, we discuss the impact ofour
results on current research fields. Here we identify promising
research areas as well as research directions where we think
that they have only little prospects. We conclude our paper by
summarizing the results.

II. RELATED WORK

The impact of ACI on 802.11b/g/a was extensively stud-
ied [2], [4]–[11]. The studies can be classified in whether
multi-radio systems, i.e. a network node is equipped with
multiple 802.11 radios, or single-radio systems were analyzed.

For multi-radio systems, Draves et al. [5] could not find
any non-interfering channels within 802.11b/g and 802.11a.
The disillusioning result was that they had to operate one
radio in the 2.4 GHz and the other in the 5 GHz band. Of
the expected 15 non-interfering frequency channels only two
remained. The first systematical measurement was conducted
by Robinson et al. [6]. They observed that merely plugging an
additional wireless card into a PC workstation and operating
it in a passive monitor mode can reduce the throughput. They
accounted this to board crosstalk and radiation leakage of the
passive cards.

Regarding single-radio systems, Adya et al. [4] found out
that separating two radios by at least 30 cm 3 non-interfering
channels became available for 802.11b/g. Other researchers
proposed a spatial spacing between radios of 1 m to get at
least 2 non-interfering channels within 802.11b/g [7], [9],
[10]. Finally, Cheng et al. presented also limited results for
802.11a [8], [12].

In our previous study we evaluated 802.11b/g/a for both
multi-radio as well as single-radio systems [2]. The results
can be summarized as follows: The number of available non-
interfering channels depends on the spatial spacing between
radios, PHY modulation, RF band (2.4 vs. 5 GHz), traffic
pattern and whether single- or multi-radio systems are used.
A general statement about channel orthogonality in 802.11
cannot be made. ACI was identified as main problem. For
nearby transceivers (multi-radio systems) at most 2 noninter-
fering channels, one within 2.4 GHz and the other within the 5
GHz band was identified. Moreover, we observed asymmetric
packet flows depending on the considered traffic pattern.
Furthermore, we also observed hardware and software related
problems. The combination of Atheros chip (AR5414) together
with Madwifi driver showed an incorrect behavior at channel
11 and 12.

The most recent work on ACI together with the upcoming
802.11n standard can be found in [13]. The authors analyzed
the impact of channel bonding in 802.11n. However, the used

experimental setup allowed them to analyze the impact of
ACI on Clear Channel Assessment (CCA) only. The main
observation was that using 40 MHz channels in an unplanned
fashion can lead to serious throughput degradation thus a
careful modeling of interference is required.

Other related observations were that ACI is highly hardware
dependent [4] and that channel crosstalk exists when using
802.11b; i.e. an 802.11b receiver was able to receive packets
on neighboring channel from a nearby transmitter [11].

III. B ACKGROUND

The objective of this section is threefold. At first we describe
the adverse effects of Adjacent Channel Interference (ACI)
on 802.11 namely a variant of the hidden and the exposed
terminal problem. Thereafter, we give a brief overview on how
carrier sensing and signal detection of a typical IEEE 802.11
radio works. This is necessary to understand the impact from
ACI on CCA. Finally, the radio spectrum usage of the different
802.11 PHY modes is presented. The focus here is to address
the particularities of 802.11n.

A. Hidden Terminal Problem

The Hidden Terminal Problem (HTP) is a well analyzed
problem [14]. It happens when transmissions from two nodes,
that cannot hear each other, collide at the receiver for one of
the nodes. Various solutions to solve this problem have been
proposed to address the problem [15]. The 802.11 standard
recommends the use of RTS/CTS exchange to avoid hidden
terminal problems.

B. Exposed Terminal Problem

The Exposed Terminal Problem (ETP) occurs when a node
is prevented from sending due to the presence of another
transmitter nearby. This occurs because the carrier sense
mechanism (CCA) used in 802.11 is conservative, and prevents
a node from transmitting when another node is transmitting,
for the fear of causing a collision. Several solutions to this
problem have been proposed as well [16]. Most proposals
require modifications of the carrier sensing mechanism.

C. Adjacent Channel Interference

Adjacent Channel Interference (ACI) is a form of interfer-
ence that is caused by nearby transmitters on distinct frequency
channels ”bleeding over” to another channel [17, p. 74].

When using 802.11 ACI has the following consequences:
For the case of two nearby transmitters the overlapping ACI
of one transmitter causes a spurious carrier sensing at the
other thus preventing two concurrent transmissions (Fig. 2(A)).
Remember that 802.11 is a CSMA protocol which follows the
listen-before-talk paradigm. That means that a station is only
allowed to transmit if the medium is idle. ACI may trigger the
carrier sensing mechanisms to report that the medium is busy.
In this case the station will misleadingly defer its transmission.
However, at both receivers there is a sufficient high signal-to-
interference ratio so that it would be possible to successfully
decode both signals. Note, the effect of ACI is smaller than



that of co-channel interference because only a small amount
of energy is ”bleeding over” to another channel. Thus ACI
causes a variant of the Exposed Terminal Problem (ETP)
which significantly reduces the spatial reuse in the network
and thus wasting radio resources.

In addition to the ETP a variant of the Hidden Terminal
Problem (HTP) can be caused by ACI. Here we distinguish
between two cases. For the case of a receiver and a transmitter
on adjacent channels in close proximity the weak incoming
signal at the receiver gets corrupted by the ACI from the strong
outgoing signal of the nearby transmitter (Fig. 2(B1)). The
reason for that is that the interfering sender (S2) is unable to
sense an ongoing transmission fromS1 to R1 via CCA. In
contrast to the above ETP problem here the CCA mechanism
is not sensitive enough.

We also observed a problem for two receiving nodes in
close vicinity (Fig. 2(B2)). Here ACI corrupts the weak signal
at both receivers. In contrast to the above HTP problem here
both transmissions are suffering. Again, ACI causes a variant
of the HTP that like the one before cannot be tackled with
RTS/CTS since the two links are on distinct channels and
therefore the receiver is unable to decode the NAV value from
the RTS/CTS packets. We will later show that even for two
nodes in very close proximity it is not possible to receive a
packet send on an adjacent channel (crosstalk)1.
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Fig. 2. Variants of the exposed terminal and hidden terminal problem caused
by ACI when using overlapping channels in 802.11. Two packetflows were
setup:S1 to R1 andS2 to R2.

1Crosstalk is partially working for 802.11b, whereas it is not working for
the OFDM phycical layer (802.11a/g/n) at all.

D. Understanding Carrier Sensing

In the following we give a brief introduction on how carrier
sensing and signal detection of a typical IEEE 802.11 radio
works. This helps us to understand on how they are affected
by ACI. In 802.11 each packet contains a preamble, which is
used for signal (packet) detection by the receiving radio. An
802.11 radio must implement a signal detection mechanism
and a carrier sensing mechanism to support CSMA. The carrier
sensing mechanism is used to detect ongoing transmission,
so that in a node can retain its transmission. Note that the
802.11 standard also specifies a Virtual Carrier Sensing (VCS)
mechanism, which requires for the receiver to actually decode
the packet to read the included Network Allocation Vector
(NAV). However, for 802.11a/g/n it is only possible if the
correct channel is used, i.e. channel crosstalk is not working
except to some degree in 802.11b. So my means of VCS it
is not possible to detect an ongoing 802.11a/g/n transmission
on a neighboring channel. Therefore, modern radio chipsets
implement a variety of signal processing features to support
signal detection. Atheros radio chipsets use two joint signal
detection algorithms [18]. The strong signal detection algo-
rithm tries to detect incoming packets by monitoring sudden
changes of the received signal power, whereas the weak signal
detection performs a correlation-based detection algorithm that
takes advantage of the structure of the preamble signal (ref.
to [18]). Figure 3 shows a simplified representation of the
three most important blocks associated with signal reception
and carrier sensing [19]. The first two blocks address signal
detection whereas the third block is an energy detection block
parameterized by a threshold. We believe that these signal and
energy detection blocks are making it possible to detect an
ongoing 802.11 transmission on a neighboring channel.

Fig. 3. Schematic representation of the three most important blocks
associated with packet reception and carrier sensing (from[19]).

E. Radio Spectrum Usage

1) 802.11b/g/a:The DSSS PHY has at most 132 channels
in the 2.4 GHz band with channel spacing of 5 MHz. Channel

2in Japan there is an additional channel 14.



1 is centered at 2.412 GHz, channel 2 at 2.417 GHz, and so
on.Within a channel, most of the signal energy is spread
across a 22 MHz band (Fig. 4). To prevent interference to
adjacent channels, the first side lobe is filtered to 30 dB
below the power at the channel center frequency. Additional
lobes are filtered to 50 dB below the power at the channel
center [20]. ACI influences the number of channels that can be
used simultaneously. The IEEE 802.11b specifies that 25 MHz
spacing is sufficient.

The multi-carrier (OFDM) PHY in the 5 GHz band offers
8 channels for indoor and 11 for outdoor use, each 20 MHz
wide. In comparison to the 2.4 GHz band the channel spac-
ing’s are larger – 20 instead of 5 MHz [20]. The 802.11a
transmission spectrum mask is described in the specification
as: ”The transmitted spectrum shall have a 0 dBr bandwidth
not exceeding 18 MHz, -20 dBr at 11 MHz frequency offset,
-28 dBr at 20 MHz frequency offset and -40 dBr at 30 MHz
frequency offset and above.” [21] (Fig. 4).

According to 802.11g the multi-carrier OFDM PHY is also
available in the 2.4 GHz band. The transmit mask is the same
as for 802.11a.

2) 802.11n: The most important modification in 802.11n
having an impact on ACI is the use of wider channels (channel
bonding). Channels having a bandwidth of 40 MHz, called
HT40, can be used which effectively doubles throughput.
Moreover to improve the spectral efficiency the number of
OFDM data subcarriers was increased from 48 to 52 which
reduces the number of guard (null) carriers and thus might
increase ACI on neighboring channels.

The 802.11n transmission spectrum mask is described in
the 802.11n specification as: ”When transmitting in a 20 MHz
channel, the transmitted spectrum shall have a 0 dBr bandwidth
not exceeding 18 MHz, -20 dBr at 11 MHz frequency offset,
-28 dBr at 20 MHz frequency offset, and the maximum of -
45 dBr and -53 dBm/MHz at 30 MHz frequency offset and
above. The transmitted spectral density of the transmitted
signal shall fall within the spectral mask, as shown in Figure 4
(left). When transmitting in a 40 MHz channel, the transmitted
spectrum shall have a 0 dBr bandwidth not exceeding 38 MHz,
-20 dBr at 21 MHz frequency offset, -28 dBr at 40 MHz offset,
and the maximum of -45 dBr and -56 dBm/MHz at 60 MHz
frequency offset and above.” [3] The transmitted spectral
density of the transmitted signal shall fall within the spectral
mask, as shown in Figure 4 (right).

3) Discussion: By comparing the transmission spectrum
masks of the different 802.11 PHY modes with each other
we observe the following. The signal in 802.11b is best
filtered. Starting at a frequency offset of 22 MHz, the signal
is already attenuated by 50 dB. Thus the ACI impact should
be the lowest. In 802.11n (20 Mhz) the filtering of the OFDM
signal was improved compared to 802.11a/g - the signal at a
frequency offset of 30 MHz and more must be attenuated by
45 instead of 40 dB. Therefore it is interesting to analyze if
this has an impact on the number of orthogonal channels.
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Fig. 4. Transmit spectral mask for 802.11b/g/a as well as 802.11n (20 MHz
and 40 MHz channel).

IV. EVALUATION

The objective of this section is to evaluate the impact
from ACI on the performance of 802.11 with a major
focus on 802.11n. At first we present the used experimental
methodology. Thereafter the results are presented and
discussed.

A. Methodology

The experimental setup is given in Fig. 5. We considered the
following three scenarios termed as: (i) TX-TX, (ii) RX-RX
and (iii) TX-RX. In the TX-TX scenario both middle nodes
(M0 and M1) transmit at the same time. Two packet flows
were setup as follows:M0 → L and M1 → R. To obtain
strictly directive flows MAC layer broadcasts were used, i.e.
no acknowledgment packets were sent out. For non-interfering
channels one would expect that both radios in the middle
can transmit in parallel. So the total throughput should equal
the sum of the single packet flows. In the RX-RX scenario
both nodes in the middle are the destinations of two flows
originated inL and R respectively. Since two flows can be
received simultaneously, one would again expect a significant
throughput increase when using two non-interfering channels.
Finally, in the TX-RX scenario the nodeL sends packets to
M0 while at the same timeM1 transmits to the right node.
This scenario mimics a forwarding operation of a relay in a
multi-hop mesh network.

Our objective in considering these three different scenarios
is to analyze problems in 802.11 connected to ACI in a isolated
way. With the help of the TX-TX scenario we intend to analyze
the adverse effects from ETP, whereas the other two scenarios
are used to show the impact from HTP.

To systematically analyze the impact from ACI we used
a moving robot (Fig. 5, right). We automatically varied the
distance betweenM0 andM1 (d1) from 10 cm to 140 cm in
10 cm steps, of which a separation of 10 cm mimics a multi-
radio device, i.e. a device equipped with two or more radios.
Distancesd2 andd3 were around 400 and 500 cm respectively.
The link between nodesL andR is obstructed by a thin wall.



The goal was to mimic a link with medium SNR. All nodes
were placed 80 cm above the ground and had clear line of
sight to each other with the exception of the link betweenL

and R. Moreover we evaluated different TX power level to
differentiate the impact on weak and strong links respectively.

We used Netgears WNDR3700v2 (680 MHz Atheros MIPS
CPU) equipped with two Wifi interfaces (Atheros AR9220
and AR9223 chipset)3 and 8 internal metamaterial antennas
from Rayspan4. On the software side we chose OpenWrt5 with
Linux kernel 2.6.32 as operating system and ath9k6 as WiFi
driver. The packet generation and capturing was done with the
Click Modular Router7 software version 2.0 and additional
elements for 802.11n support (see [22]). All nodes were
running in WiFi monitor mode. During the measurements only
one radio was active. During transmission and reception we
monitored that the CPU load remained within safe grounds and
did not become the bottleneck. The measurements took place
at night, so interference due to external wireless networkswas
negligible.

M1

R

d1

M0

L

d2

d3

w
a
ll

Fig. 5. Measurement setup consists of 3 fixed (M1, L andR) and a single
moving node (M0).

Besides 802.11n bitrates8 we considered the DSSS
(802.11b) and the OFDM physical layers (802.11g/a) with
a bitrate of 5.5 and 6 Mbps, respectively. Broadcast MAC
frames with a size of 2300 Bytes (802.11a/b/g) and 3832 Bytes
(802.11n) were sent out as fast as possible (backlogged
queues). As mentioned since MAC layer acknowledgments
were not used, we were able to obtain strictly directive flows.
For all experiments the link betweenL andM0 was fixed at
channel 1 for 802.11b/g/n and 149 for 802.11a/n, respectively,
while the channel for the link betweenM1 andR was varied
from 1-11 and 149-165 respectively (Fig. 5). Note, that in
the 5 GHz band for the used US country code the largest
working contiguous frequency range we found was 5 channels
- channel 149-165. The channels ranging from 52 to 116
were not correctly working. Interestingly, these are exactly
those that require dynamic frequency selection (DFS). If not
otherwise stated for 40 MHz channels in 802.11n we used

3More details on the used hardware can be found in [22]
4see http://www.commnexus.org/assets/011/9474.pdf
5OpenWrt Linux distribution for embedded devices: http://openwrt.org
6Linux-Wireless: http://http://linuxwireless.org
7The Click Modular Router: http://www.read.cs.ucla.edu/click/
8With bitrate we refer to a specific modulation and coding scheme(MCS)

available in 802.11n.

Parameter Value
Location Indoors
Systems Netgear WNDR3700v2
Scenarios TX-TX (M0 + M1 transmitting),

RX-RX (M0 + M1 receiving),
RX-TX (M0 receiving,M1 transmitting)

Antenna separations 10-140 cm (10 cm steps)
Physical layer 802.11a/b/g/n
Transmission power 16 & 27 dBm (2.4 GHz)

12 & 17 dBm (5 GHz)
Bitrates 1 Mbps (.11b), 6 Mbps (.11g) , 6.5 Mbps

(.11n, MCS=0, 20 MHz), 13 Mbps (.11n,
MCS=0, 40 MHz)

Radio frequencies 2.4 GHz (ch. 1–11),
5 GHz (ch. 149–165)

Transmission mode MAC Broadcast
WiFi frame size 3832, 2300 Bytes
RTS/CTS Disabled
Flow duration 30 sec
WiFi country code United States (US)

TABLE I
MEASUREMENTSPARAMETERS

HT40+, i.e. the depicted channel is the center frequency of the
lower 20 MHz band. E.g. for a HT40+ transmission on channel
1 the upper 20 MHz band is centered on channel 5. Note, that
using HT40+ the channel 165 becomes unavailable. For each
scenario and channel assignment the experiment lasted 30 s.
Beforehand, the links were independently measured to ensure
that the signal is strong enough and the Packet Error Rate zero
for all links and the channel utilization9 was low.

The remaining parameters we used throughout our measure-
ments are summarized in Table I.

B. Results

The results section is divided in two parts. At first we
present results for the 2.4 GHz ISM band, afterwards results
for the 5 GHz band are presented. For the analysis the most
important statistics were: (i) sending rate at the transmitting
nodes and (ii) receiving rate at the receiving nodes. Both
statistics were computed on MAC layer as well as NIC based.
For the later one the performance registers of the Atheros
driver were read-out (ref. to [22]). The NIC-based results
leading to the same conclusions were kept out due to space
limitations.

1) 2.4 GHz Band:The results for the 2.4 GHz band are
presented in this section. The plots presented in Fig. 6-8 are
divided into two parts: left and right of the dashed line we
present the results for the TX power of 27 dBm and 16 dBm
respectively. Assuming a typical LOS pathloss model the
distance of 50 cm at 27 dBm TX power is roughly equivalent
to the distance of 10 cm at 16 dBm TX power. Note, that the
full TX power of 27 dBm with a distance of 10 cm mimics a
multi-radio system, i.e. two radios in one network node10. For
our conclusions we assume that 11 channels are available in
the 2.4 GHz band.

9As reported by Atheros performance registers (see [22]).
10We are aware of the fact that our setup does not consider any other

sources of interference like board crosstalk.



a) TX-TX Scenario:In this section we evaluate channel
orthogonality for two transmitting radios in close vicinity. We
setup two flows:M0 → L andM1 → R (ref. Fig. 5). Figure 6
shows the send as well as the receive rate atM1 and L

respectively. Three different setups were evaluated: (i) both
flows use 802.11n, (ii) one flow is a 802.11n 40 MHz channel
(HT40+), the other 802.11g, (iii) one flow is 802.11b, the other
is 802.11g.

In the TX-TX scenario the spatial spacing between both
transmitters plays a crucial role. In a multi-radio system the
spacing between the radios is small which makes it impossible
to use more than 1 channel in the 2.4 GHz band. However,
by reducing the TX power from 27 to 16 dBm 2 orthogo-
nal channels become available even for a very close spatial
spacing. When using a high TX power a spatial spacing of at
least 20 cm is necessary so that 2 orthogonal channels become
available. When using a 40 and a 20 MHz channel a spatial
spacing of at least 30 cm or a reduced TX power of 16 dBm
is required to get 2 orthogonal channels.
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Fig. 6. TX-TX scenario, 2.4 GHz band. The send/receive rate is given in
Mbit/s.

b) RX-RX Scenario:Fig. 7 shows the results for the RX-
RX scenario. Here the spatial spacing between both receivers
plays no role. For 802.11g as well as 802.11n a spacing
of 5 channels is sufficient which results in 3 orthogonal
channels. When using 802.11b together with 802.11g/n a
channel spacing of only 4 is required11. This is mainly due
to the better signal filtering in 802.11b. When using a 40 MHz
(HT40+) together with a 20 MHz channel a channel spacing
of 10 is required so that both streams will not interfere with
each other resulting in 2 orthogonal channels.

c) TX-RX Scenario:Fig. 8 presents the results for the
TX-RX scenario. Here the situation is much more complicated.
To make our multi-channel relaying scheme possible, both the

11The same is true if only 802.11b is used.
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Fig. 7. RX-RX scenario, 2.4 GHz band. The send/receive rate is given in
Mbit/s.

transmitterM0 and the receiverM1 need channel spacing so
that they both can send/receive at the maximum rate. From our
results we see that the sending nodeM0 requires less spatial
spacing to be able to send at a full rate. In a multi-radio system
even with a reduced TX power it is impossible to use more
than 1 channel in the 2.4 GHz band. Only by increasing the
spatial spacing beyond 20 cm permits 2 orthogonal channels.
By reducing the TX power to 16 dBm together with a spatial
separation of at least 40 cm it is possible to use 3 orthogonal
channels in 2.4 GHh band. When using a 40 and a 20 MHz
channel a reduced power as well as a spatial separation of at
least 90 cm is required to get 2 orthogonal channels.

d) Summary: Table II summarizes the results for the
2.4 GHz band. The depicted channel spacing was estimated as
follows: (i) in the TX-TX scenario it is the required channel
spacing so that both transmittersM0 andM1 can send with
the maximum rate. We do not take care whether the packets
were also correctly received at both receiversL andR. What
counts is the send rate at the transmitters measured at the
MAC layer. (ii) in the TX-RX scenario we present the required
channel spacing so that the receiverM1 receives at full rate
(flow: L → M1) while the transmitterM0 is able to send at the
maximum rate (flow:M0 → R). Note, that we ignore both the
send and the receive rate atL andR respectively. In general the
sending node requires less channel spacing to be able to send
at full rate. Therefore, we examine both cases separately, i.e.
TX-RX (TX) and TX-RX (RX) represent the required channel
spacing so that the transmitterM0 and the receiverM1 can
send/receive at maximum rate respectively. (iii) in the RX-
RX scenario it is the required channel spacing so that both
receiversM0 andM1 can receive with the maximum rate.

2) 5 GHz Band:The results for the 5 GHz band are sum-
marized in Table III.

As with 2.4 GHz in the TX-TX scenario the spatial separa-
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Fig. 8. TX-RX scenario, 2.4 GHz band. The send/receive rate is given in Mbit/s.

Scenario
802.11b vs. 802.11g 802.11g vs. 802.11g 802.11n: HT20 vs. HT20 802.11n (HT40) vs. 802.11g

16dbm 27dbm 16dbm 27dbm 16dbm 27dbm 16dbm 27dbm

TX-TX
10 - 20 cm : 9 10 - 20 cm : n/a 10 - 20 cm : 9 10 - 20 cm : n/a 10 - 20 cm : 9 10 - 20 cm : n/a 10 cm : 10 - 30 cm : n/a
20 - 40 cm : 5 20 - 40 cm : 10 20 - 40 cm : 5 20 - 40 cm : 10 20 - 50 cm : 5 20 - 40 cm : 10 20 - 40 cm : 9 30 cm - : 10

40 cm - : 4 40 cm - : 8 40 cm - : 4 40 cm - : 8 50 cm - : 4 40 cm - : 8 40 cm - : 8

TX-RX (RX)
10 cm : n/a 10 cm : n/a 10 - 20 cm : n/a 10 - 20 cm : n/a 10 -20 cm : n/a 10 - 20 cm : n/a 10 - 90 cm : n/a

20 - 30 cm : 5 20 - 30 cm : 10 20 - 40 cm : 7 20 - 40 cm : 10 20 -40 cm : 7 20 - 30 cm : 10 90 cm : 10 n/a
40 cm - : 4 40 cm : 8 40 cm - : 6 40 cm : 9 40 cm - : 6 40 cm : 9

TX-RX (TX) 4 8

RX-RX
4 (802.11b)

5
10 (802.11n)

5 (802.11g) 9 (802.11g)

TABLE II
IMPACT OF ACI FOR DIFFERENT SCENARIOS AND CONFIGURATIONS IN THE2.4 GHZ ISM BAND . SHOWN IS THE CHANNEL SPACING.

tion between both transmitters (M0 +M1) is very important.
For the multi-radio system case we were not able to find 2
orthogonal channels, i.e. in a frequency chunk of 100 MHz
it is not possible to use two channels independently. Again,
increasing the spatial separation between the two transmitting
nodes helps: when using two 20 MHz channels a spatial
separation of 20 cm is required so that a channel spacing of
4 is sufficient. Furthermore the required channel spacing can
be halved when the spatial separation is increased to 90 cm
or beyond. Again reducing the TX power has a similar effect
like increasing the spatial separation.

In the TX-RX scenario we again see that the reception at
M1 requires the most channel spacing. The relaying case is
not possible with only 5 available channels. Even reducing
the TX power does not help which is bad news for multi-
radio systems. Only by increasing the spatial separation to
30 cm allows us to use two orthogonal 20 MHz channels. By
further increasing the spatial separation to 70 cm we can use
three 20 MHz channels simultaneously. A spatial separationof
80 cm is sufficient to simultaneously use two 40 MHz chan-

nels. Here we see the decisive advantage of wider channels;
in a frequency chunk of 100 MHz it is possible to use two
40 MHz but only three 20 MHz channels independently.

In the RX-RX scenario the spatial spacing between both
receivers plays no role. A channel spacing of 2 is sufficient
when using two 20 MHz channels. In case of a 40 and a
20 MHz or two 40 MHz channels a spacing of 3 channels is
required.

V. I MPLICATIONS

Our results have significant implications on what areas of
research are promising and which have only small prospects.
This will be discussed in the following.

A. Research Areas with little Prospects

In the following we present research areas which we believe
they have little prospects.

a) Multi-channel Protocols on MAC/Routing Layer:This
research is related to the availability of multiple orthogonal
channels in 802.11 which can simultaneously be used to
improve the network capacity. Lots of multi-channel protocols



Scenario
802.11n: HT20 vs. HT20 802.11n: HT20 vs. HT40 802.11n: HT40 vs. HT20 802.11n: HT40 vs. HT40
12dbm 17dbm 12dbm 17dbm 12dbm 17dbm 12dbm 17dbm

TX-TX

10 cm : 4 10 cm : n/a 10 - 20 cm : n/a 10 - 50 cm : n/a 10 - 20 cm : n/a 10 - 60 cm : n/a 10 - 60 cm : n/a 10 - 120 cm : n/a
20 - 30 cm : 3 20 - 30 cm : 4 20 - 60 cm : 3 60 - 80 cm : 3 30 - 60 cm : 4 70 - 80 cm : 4 70 - 120 cm : 3 130 cm - : 3

40 cm - : 2 40 - 80 cm : 3 70 cm - : 2 90 cm - : 2 70 cm - : 3 90 cm - : 3 130 cm - : 2
90 cm - : 2

TX-RX (RX)
10 cm : n/a 10 - 20 cm : n/a 10 - 30 cm : n/a 10 - 30 cm : n/a 10 - 20 cm : n/a 10 - 30 cm : n/a 10 - 60 cm : n/a 10 - 70 cm : n/a
20 cm : 4 30 - 60 cm : 3 40 cm - : 2 40 cm - : 2 30 - 40 cm : 4 40 - 70 cm : 4 70 cm - : 3 80 cm - : 3
30 cm - : 2 70 cm - : 2 50 cm - : 3 80 cm - : 3

TX-RX (TX) 1 2
RX-RX 2 3

TABLE III
IMPACT OF ACI FOR DIFFERENT SCENARIOS AND CONFIGURATIONS IN THE5 GHZ ISM BAND . SHOWN IS THE CHANNEL SPACING.

residing on the MAC and routing layer were proposed [1]. The
majority of them use 802.11 as physical/MAC layer.

It is important to note that the benefit of a multi-channel
protocol heavily depends on the number of available orthog-
onal channels; the greater the number the higher the benefit
from multi-channel protocols. However, our results showedthe
existence of only a few orthogonal channels. Moreover, the
majority of multi-channel proposals require multi-radio sys-
tems. However, due to space constraints the spatial separation
between radios is very small resulting in a high effect from
ACI which means that even fewer orthogonal channels are
available. As an example, in the 2.4 GHz band we were not
able to find more than 1 orthogonal channel.

Furthermore, the current development trend (e.g. upcoming
IEEE 802.11ac [23]) is to combine even more channels already
on the PHY layer in order to increase link capacity (e.g.
160 MHz in IEEE 802.11ac) thus leaving no room for multi-
channel protocols at the MAC and routing layer. Thus, we
believe that multi-channel research on the MAC or routing
layer is less important.

B. Promising Research Areas

In the following we present 6 research directions that we
believe that they are promising.

a) Adjacent Channel Interference:Efforts must be made
to further reduce the energy bleeding over to neighboring
channel and thus reducing the adverse effect from ACI. This
is especially vital for multi-radio systems where a node is
equipped with multiple radios. Because of the small spatial
separation of the radios the influence from ACI is very high.
The problem can be solved by two approaches: (i) the use of
better signal filtering or (ii) my using novel adjacent chan-
nel interference-cancelation techniques like the one proposed
in [24].

b) Coexistence with Legacy Devices:The current trend
is the continued merging of channels already at the physical
layer. In 802.11n and 802.11ac up to 2 and 8 channels can
be merged together, respectively. Our results show that ACI
leads to an increase of hidden and exposed terminal problems.
Very wide channels (e.g. 160 MHz in 802.11ac), by contrast,
are very vulnerable. The impact should therefore be examined
in great detail.

c) Hidden and Exposed Terminal Problem:The number
of hidden and exposed terminal problem increases signifi-
cantly due to ACI when multi-channel protocols are used
on overlapping channels. We have to think about solutions
how to solve these problems. Note, that the hidden terminal
problem cannot be tackled by the use of RTS/CTS exchange.
This is because in general an RTS or CTS packet cannot be
received on a neighboring channel which is however necessary
in order to decode the included NAV. So a different type of
channel reservation scheme which respects the impact from
ACI explicitly is required.

d) Analytical Models:Analytical models of MAC behav-
ior are important for understanding the wireless performance.
However, most models do not take ACI into account.

e) Power Control: Through an intelligent adaptation of
transmit power (power control) the number of orthogonal
channels can be increased significantly. This is particularly
important for the case of multi-radio systems were power
control is the only available simple solution to increase the
number of orthogonal channels.

f) Explicit Link Scheduling:Given our results that ACI
increases the possibility for hidden an exposed terminal prob-
lems it appears that an explicit MAC layer link-scheduling
[25] is more promising than a CSMA protocol like 802.11.
Both problems can be easily solved with such a scheme. This
is particularly of great interest for multi-radio-systemswhere
the exposed terminal problem results from the carrier sensing
on neighboring channels.

VI. CONCLUSION

We have analyzed the adverse effects of Adjacent Chan-
nel Interference (ACI) on 802.11 with a focus on the new
802.11n standard. When using overlapping channels ACI
causes problems that are related to the Carrier Sensing (CS)
mechanism in 802.11 namely variants of the well known
hidden as well as exposed terminal problem. For the case of
two nearby transmitters the CS is too restrictive preventing
concurrent transmissions and thus reducing the spatial reuse
in the network. In the event that a receiver and a transmitter
are located close to each other the CS is too optimistic causing
the weak incoming signal at the receiver to get corrupted by
the ACI from the strong outgoing signal and thus wasting



radio resources. Both problems are especially severe in multi-
radio systems, where the radios are separated by only a few
centimeters.

The upcoming 802.11n standard contains lots of amend-
ments. The most important modifications having an impact on
ACI related problems are the use of wider channels (40 MHz),
the increased number of OFDM data subcarriers which reduces
the number of guard (null) carriers as well as the improved
filtering of the OFDM signal compared to 802.11a/g legacy
devices.

In the main part we presented results from extensive mea-
surements showing the impact of ACI on three different
scenarios for different spatial spacings between the radios,
channel width (20/40 MHz) and RF band (2.4 vs. 5 GHz). Our
objective was to determine the number of orthogonal channels.
In a multi-radio system with a small spatial spacing between
the radios the results were poor. From the 11 channels avail-
able in 2.4 GHz as well as the 5 analyzed channels in 5 GHz
we were not able to find more than 1 orthogonal channel. The
adverse effect of ACI can be reduced in two ways. First, by
increasing the spatial separation between the radios; a spacing
of less than 1 meter already improves the situation signifi-
cantly, e.g. 40 cm are sufficient to get 2-3 orthogonal 20 MHz
channels in the 2.4 GHz band depending on the transmission
power. A distance of 90 cm is also sufficient so that a 40 and
a 20 MHz channel do not interfere with each other. In the
5 GHz a spatial separation of 70 cm and channel spacing of
3 are sufficient to run two 40 MHz channels independently.
However, increasing the spatial separation between the radios
is not an option for multi-radio systems where the spatial
spacing between the radios cannot be increased due to space
limitations. Another option to overcome ACI is the reduction
of the transmit power (power control).

Furthermore, we discussed the impact of our results on
current research fields. Here we identified promising research
areas as well as research directions where we think that they
have only little prospects. Our analysis revealed that 802.11
is an inappropriate protocol for multi-channel MAC/routing
protocols based on multi-radio systems where an explicit MAC
layer link-scheduling is more promising.
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